Causality and exogeneity exercise
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Estimating the money demand equation for Uruguay: An exercise involving unit roots, causality, exogeneity, cointegration and error-correction estimation

The purpose of this exercise is to estimate the money demand equation estimated by Bucacos (2003) for the Uruguayan economy. The exercise is interesting for (at least) a couple of reasons:

1. It allows us to review the concepts of testing for unit roots, cointegration, causality and exogeneity;

2. The Uruguayan economy has experienced changes to its monetary policy regime (its currency floated in June 2002, after the Argentinian crisis) and is also a highly dollarised economy. To find a stable money demand relationship could prove to be particularly difficult.
The data in this exercise comprise (found in causality and money demand.wf1):

· Log of real money (lm1r)

· Log of GDP (ly)

· Nominal interest rate in levels (i)
· Easter (dummy variable for Easter)

· Corrida (dummy variable depicting periods of banking instability)

· D1, D2, D3, D4 dummy variables for each quarter as the data is not seasonally adjusted

A. Data examination

A.1 Plotting data

The first thing one should always do is to plot the data to make sure that it looks fine. A plot of our data reveals:
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We can clearly see that the variables for money and income have not been seasonally adjusted. There appears to be evidence that money and the interest rate are negatively related and that money and income are positively related. Moreover, at first sight, some of the series appear to be I(0) (the interest rate and possibly money) and income appears to be I(1). Unit root tests determine the order of integration of the variables.

A.2 Unit root tests

We now examine the order of integration for the variables. For the money variable, lm1r, click on the variable and click again on View. Scroll down the menu and choose Unit Root test…

A window opens. Choose Augmented Dickey Fuller test, choose the Level and Trend and Intercept options. Choose also the User specified option and select 4 as we have quarterly data. Click OK. (Why these options?  The Dickey Fuller tables are tabulated under the assumption that the error term in the Dickey Fuller regression is normal. We must therefore have the correct data generating process. To do this we must check the significance of the both the constant and the trend as well as making sure that there is no autocorrelation.)  Ignore the test results. Scroll down to check the significance of the constant and trend terms as well as the lagged terms in the regression.
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We see that the trend term is not significant, but that the fourth lag in the ADF test is significant. We therefore now test for the presence of a constant only with four lags. Again, click on View and Unit Root Tests…, choosing the option of intercept only. We get:
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We see that the constant is significant. We can now examine the unit root test itself. It suggests that money is at least I(1) (note that there is some evidence at the 10% that the series are I(0)).

We now test whether the first difference of real money is I(2). We do exactly the same process as before:
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Thus the evidence suggests that real money is I(1). Exercise: show that i and ly are both I(1). 
Question? Should i be I(0) or I(1)? What does that imply for inflation and the real interest rate?
A.3. Testing for cointegration

We shall use Johansen (1988) which allows us to test for the number of cointegrating vectors or long-run relationships. Because there are 3 variables in this example, there can be up to 2 cointegrating relationships.

Johansen’s test is a maximum likelihood test which requires long samples (an infinite number of observations ideally). As a rule of thumb, using 100 or more observations is okay, but we should always be careful. However, the Johansen test is often dependent on the number of lags assumed in the estimated VECM. Enders (1996) provides some guidelines to extract the right number of lags. We follow these.

Estimate a VAR for the series that you want to test for common trends, allow 8 for quarterly data, 2 for yearly data. Check the residuals. Are they normal and not autocorrelated? Then check the Akaike and Schwart information criteria. Write them down. Estimate a VAR with a lower lag. Check residuals. If the residuals are not normal and/or serially correlated choose the VAR with the larger number of lags. If they are normal and not serially correlated compare the information criteria with the VAR that had one more lag. Make sure that the sample size is the same throughout. If the information criteria are smaller, choose the VAR with the lower number of lags. Continue the process until you find the VAR with the lowest number of lags and with errors that are normal and not serially correlated.

To estimate a VAR click on Quick, Estimate VAR. Type the variables we want, (lm1r, ly and i). A quick (and dirty) way to do the Enders procedure in EViews is to (after havin estimated a VAR), then click on View and Scroll to choose Lag Structure and choose Lag Length Criteria. Click okay on 8 lags (it is quarterly data and we have a large number of observations. If your data set is small allow for less lags. If your data is annual allow for a couple of lags.) We get
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We try 4 to begin with (the SC criterion tends to be favoured in the literature). Now estimate the VAR with 4 lags and test the residuals for normality and autocorrelation. The test for normality yields:
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So the residuals are normal. Checking for autocorrelation :
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There is evidence of autocorrelation in the residuals. Adding another residual to the VAR yields satisfactory results. Thus for the cointegration test we shall choose 5 lags.

We can now proceed to test for cointegration. In the VAR we have just estimated, click View and Scroll to Cointegration Test. Choose the Summary option for information. We get:
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From the information criteria, we see that the introduction of a trend in the cointegrating relationship is desirable as it minimises the AIC and SBC criteria in most cases (we also get evidence of cointegration!). Checking the cointegration results with a trend yields: (Check cointegration test and click on option 4)
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 Unrestricted Cointegrating Coefficients (normalized by b'*S11*b=I): 
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The results suggest that there is one cointegrating vector and that the trend is significant. These results were also found by Bucacos. One thing we must be careful though, is that the reported values are close to the 5% CVs meaning that it is possible for the system to have 2 cointegrating vectors (we need tables). For the purposes of our exercise we assume that there is only 1 cointegrating vector. (Although we may review this later on when we test for exogeneity).
A.4. Estimating the cointegrating vector

We can estimate the cointegrating vector in a number of ways. In this exercise we shall choose two.

A.4.1. Maximum likelihood

In the same window we conducted the cointegration tests, choose Estimate and choose Vector Error Correction. (If you have more than 1 cointegrating vector you must check on the cointegration tab). Click ok. You must however, estimate the correct lag length. It turns out that 5 lags makes sure that the residuals are normal and not autocorrelated and at the same time minimising the SBC. At the same time, it also turns out that one can help the estimation by adding exogenous variables. If we add the dummy variables for the seasonals and the easter period one can reduce the VECM to 1 lag. We report this choice (Johansen says that estimation should not have more than 2 lags!)
We can see that the cointegrating vector is given by 

LM1R =6.46 + 1.17*LY - 0.42*I - 0.008*TREND

Question: Does it make sense? Comment on the results. What is the interpretation of the trend term?
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A.4.2. Engle Granger

We can estimate the long run cointegrating vector by estimating the above expression using OLS. Choose Quick on the menu and select Estimate Equation. Type:

LM1R C LY I and @TREND

Click Ok. We get:
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Note some differences with the previous estimation. In the original Bucacos, dummies are included:
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The results change somewhat. For the case of 1 cointegrating vector, it is probably best to estimate such cointegrating vector by OLS as it should yield Superconsistent estimates. Even better still, one could undertake the Engle and Yoo three step approach.
A.5. Estimating the Error correction specification

We have already done this(!) indirectly. When we estimated the VECM system to get the cointegrated vector, we estimated a general version of the ECM. In the system estimation we can observe that the only variable doing any adjustment to the deviations from the long run disequilibrium relationship is real money (this will be very important for the weak exogeneity test to be carried out further below).

As we have noted, only one variable appears to do the adjustment towards positions of disequilibrium. Given this fact and that there is only one cointegrating vector, we can estimate an error correction equation for money demand. To do this, we must first create the error correction term. This is easy. In the equation for the long run we have estimated, Click on Procs and Choose Make Residual Series… Name these series with a name you will remember, say mdecm.

To estimate the error correction equation click Quick, Estimate Equation and type (Bucacos’ preferred equation):

d(lm1r) mdecm(-1) d(ly) d(i) d1 d2+d3 corrida easter
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We should now undertake tests for normality, serial autocorrelation, ARCH, etc. These can be found in the View and Residual Tests. We pass all but the normality test. A plot of the residuals can help us a little bit more:
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There are a number of residuals that do not look okay. (We need more information on the Uruguayan data to understand these). Bucacos carries out a battery of stability tests on the equation. These can be done by clicking on the View menu and choosing the Stability Tests. These yield, overall, satisfactory conclusions.
To determine whether we can use this equation for simulation and policy experiments, we must undertake causality and exogeneity tests.

B. Causality and Exogeneity tests.

B.1. Weak exogeneity

We have estimated this test, indirectly with the estimation of the VECM. There, we found that there was only one variable for which the error correction term was significan: money. Thus it is possible to conclude that both income and the interest rate are weakly exogenous. Bucacos, takes a less direct root by the estimation of dynamic (short run) equations for income and the interest rate. Her results are:
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We can see that the error correction term, mdecm(-1) is not significan. Adding other variables to this equation (eg dummies, etc, yields the same results). For the interest rate equivalent we have:
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So, the interest rate is weakly exogenous! Bucacos however argues that there is evidence of ARCH behaviour in the residuals of the interest rate equation and runs:
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And so Bucacos argues that there is no evidence of weak exogeneity.

B.2. Strong Exogeneity

To satisfy strong exogeneity, we must test for Granger causality since

Strong exogeneity = weak exogeneity + Granger causality.

Bucacos, undertakes Granger causality tests in the level and the first difference of the three variables that interest us, money, income and the interest rate.

Undertaking a test for Granger causality is very easy in EViews. 

For real money and income, click on both series and open them as a group. Then click on Procs and estimate a VAR. Click OK. Then select View and Lag Length Criteria. Select 12 lags. We see that the SBC suggests 5 lags. Now, go back to the group and click View, Granger Causality. Specify 5 lags. We get:
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We see that in both cases neither variable Granger causes the other. However, remember our dummy variables. Including our dummy variables in the VAR specification, leads us to select only one lag in the VAR!. Choosing 1 lag in the Granger causality test we get:
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So that income causes money and not viceversa. 

Question: Do the rest of the Granger causality tests.

B.3. Superexogeneity

Superexogeneity = weak exogeneity + invariance

Testing superexogeneity is normally done with tests for parameter constancy (Hendry, 1988) and invariance (Engle and Hendry, 1993).
 Hendry’s test amounts to testing whether the parameters in the equation of interest (in this case the money demand equation) are constant, when the coefficients in equations for the independent variables are not. Having established that the parameters of the equations for the independent variables are not constant, one must re-formulate such equations to make sure that these equations are constant (including dummies will do the trick). One must then include the variables used in the (now invariant) independent variables equations and test whether they are significant in the money demand equation. If these extra variables are not important (significant) then one can conclude that there is invariance of parameters in the face of changes to the marginal distribution of the independent variables, thereby suggesting sperexogeneity.
Bucacos models the equations for income and the interest rate until she is happy that the coefficients are invariant. Bucacos reports
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Bucacos then considers the modification to the income equation:
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Question: Can you think of other variables which would help estimation? Hint: Consider variables which are not in the money demand equation which will help explain income. 
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For the interest rate we have:
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The residuals from this equation are given by:
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And the alternative equation is:
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To test superexogoeneity we add these extra variables to the money demand equation to get:
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We see that the introduction of the dummy variables does not help to explain the short run money demand equation. The exception is the D021 dummy which is significant at the 9% level. However, the interest rate term, d(i) is no longer significant. It turns out that if we take out the D021, then the d(i) becomes significant. Bucacos then proceeds to test whether the residuals from the income equation and the interest rate equation can help explain the short run money demand equation. To do this, save the residuals from the estimation of the income and interest rate equations. Call them something you will remember such as resy and resi. Including these terms in the error correction term yields:
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Bucacos concludes that the insignificance of these residual terms as well as the evidence of insignificance of the dummy variables implies that there is some evidence of superexogeneity.
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� We are extremely grateful to Elizabeth Bucacos for providing us with the data.


� Actually, it is more important to pass the autocorrelation test than the normality test.


� Actually, one could do an ARCH estimation for the income equation and find that ARCH is relevant!


� Inference on the level of the data when these are I(1) must be treated with care.


� See Ericsson (1995)’s book on testing exogeneity for more on this issue.
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