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Monetary and financial policies that lower the cost of credit for working capital in a currency outside of its 

country can provide the impetus for that currency to be used in international trade. This paper shows this in 

theory, by exploring the complemen-tarity in the currency used for financing working capital and the currency 

used for invoicing sales. Financial policies by a central bank can jump-start the use of its cur-rency outside a 

country’s borders. In the data, the creation of 38 swap lines by the People’s Bank of China between 2009 and 

2018 provides a test of the theory. Signing a swap line with a country is significantly associated with increases 

in the use of the RMB in payments to and from that country in the following months.



1 Introduction

An international currency is a monetary unit that is used significantly in cross-border
transactions. The few currencies that qualify are the euro, the yen, pound sterling, the
yuan and, of course, the US dollar, which dominates invoicing, issuance of financial as-
sets, international reserves, and almost any measure of international use. A significant
literature has studied the benefits for a country of its currency dominating, which include
political power, seignorage revenues, safety premia in its financial assets, and favorable
movements in exchange rates following shocks.1 But before a currency can become dom-
inant, it has to become international. Fewer studies have investigated how a currency
achieves that status, and even fewer ask which government policies assist (or hinder)
that jumpstart. This is the topic of this paper.

In 1912, the United States was the world’s largest exporter, but the USD was not an
international currency. US firms and banks used the London financial markets to access
trade credit denominated in GBP. The Federal Reserve Act of 1913 deregulated the bank-
ing sector, allowing US banks to open branches abroad, and affirmed the pursuit of a
stable exchange rate. The first president of the FRB New York, Benjamin Strong, had an
explicit goal of making the USD an international currency and took many measures to
create a liquid secondary market in New York for USD-denominated trade acceptances,
credits that firms took to fund international trade. Particularly important was giving
banks the ability to discount these acceptances at the Federal Reserve. The Fed became
a lender of last resort to firms trading in USD, by being the backstop buyer of trade ac-
ceptances from their banks in the secondary market. By some estimates, between 1923
and 1929, the Fed owned as much as half of all issued trade acceptances as a result of
this aggressive policy of discounting.2 By 1925, the USD had become an international
currency, and by World War II it had become the dominant currency. Did the policies
of the Fed contribute to jumpstarting the USD as an international currency? Or was this
an inevitable consequence of the increasing size of the US economy, or a response to the
negative shock to the London market caused by war, with no role for policy?

Fast forward almost one century to China in 2009. It was about to become the largest
goods exporter in the world, as well as the largest creditor, but strict capital controls
made it almost impossible for the RMB to be used outside its borders. Starting in July of

1See Prasad (2015), Gopinath (2015), Eichengreen, Mehl and Chitu (2017), Ilzetzki, Reinhart and Rogoff
(2020) among many others.

2See Eichengreen (2011).

1



2009, the Chinese government enacted a series of policies to internationalize the RMB. It
started with a trade settlement pilot scheme, allowing for the settlement of trade claims
from neighboring countries in RMB, and it continued by creating an offshore market in
Hong Kong, which could lend RMB overseas. The People’s Bank of China (PBoC) also
started in 2009 signing swap lines with foreign central banks, effectively lending RMB
to banks in those countries, with the credit risk and the monitoring being done by the
foreign central bank, often with collateral tied to international trade credits. Taken as a
whole, these policies bear striking resemblances to those pursued by the Fed almost a
century earlier. The result was again the jumpstart of an international currency. By 2016,
the IMF included the RMB in its SDR basket of international currencies with a weight of
10.9%. By the end of 2019, a decade after the start of the policies, the RMB accounted for
2.0% of foreign currency reserves starting from virtually zero in 2009.3 Is it a coincidence
that similar policies succeeded again? Or was it again a third factor, associated with the
rise of the Chinese economy, that gave the RMB its international status, with little or no
influence of these policies?

This paper answers these questions in two complementary ways. Theoretically, it pro-
poses a small open economy model where firms choose the currency in which to obtain
working capital and trade credit, as well as the currency they set the price for their sales
in. Comparing a dominant international currency with a rising one, the model derives
thresholds that a currency must clear before firms in other countries start using it for
their credit and their sales. The thresholds depend on: the distribution of financing costs
in the rising currency, the relative variances of bilateral exchange rates, and the covariance
of domestic input costs with the rising currency exchange rate. If they are exceeded, then
the currency can rise to international status. If so, there is a complementarity between
the currency choices for credit and sales that creates a jumpstart. Central bank policies,
like the lending programs and discount facilities adopted by the Fed in the 1910s and the
PBoC in the 2010s, can trigger this process.

The second contribution of the paper is an empirical analysis of 38 PBoC swap lines
signed between 2009 and 2018 providing RMB lending of last resort to foreign firms.
These recent central bank policies are interesting in their own right, in light of their rapid
growth. For our purposes, they have the benefit of being signed with different countries
at different times creating some variation that we exploit to answer the questions raised

3See Prasad (2016), Eichengreen and Lombardi (2017) and IMF dataset on currency composition of offi-
cial foreign exchange reserves.
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above. We combine them with SWIFT data on payment settlements across borders at a
monthly frequency, broken down by currency and usage, for the entire global network.
The payments data clearly show the jumpstart of the RMB usage.

The empirical analysis compares countries that signed a RMB swap line with those
that did not, around the same time. We control for a series of factors that could generate
reverse causality, as well as use exogenous political variation and swap lines signed by
neighboring countries to isolate the impact of the swap lines on RMB usage. Our baseline
estimates suggest that a swap line raises the probability that the country uses the RMB
for payments by approximately 20%. The effect appears to be permanent.

Literature review: Relative to the literature, Eichengreen, Mehl and Chitu (2017) is one
of the few studies that asks whether central bank’s policies can jumpstart the international
use of a currency. In the context of the Fed, it has been difficult to separate the effect
of the policies from other factors. We provide an analogy with the PBoC, and use its
swap lines as a way to test for these effects. In the context of the PBoC, McDowell (2019)
discusses the impact of its policies to internationalize the RMB. We contribute a model
that highlights one way in which these policies work, and an empirical quantification
of how much the policies have mattered. Bahaj and Reis (2018) study the USD swap
lines established by the Federal Reserve. While similar in size to the ones established
by the PBoC, as the total notional limit of approximately RMB 3tr is comparable to the
USD 500bn of peak drawings from the Fed’s swap line, their features and aims are quite
different. The USD swaps: (i) had shorter maturities, (ii) involved only a handful of
advanced economies as opposed to the large and diverse set of countries with RMB swap
lines, (iii) were designed to address the dollar funding needs of foreign banks, as opposed
to trade credit and working capital, (iv) put a ceiling on covered-interest parity deviations
in active USD forward markets, while for many of the countries in our sample there is no
active RMB forward market, and (v) were needed because of the USD’s dominance, as
opposed to the RMB swap lines that were deployed to start the internationalization of the
RMB.4

A growing analytical literature asks why the USD became dominant, in terms of fun-
damentals and possibly multiple equilibrium, and further asks what are its consequences
(Maggiori, 2017, Gourinchas, Rey and Sauzet, 2019, Gopinath et al., 2020, Chahrour and
Valchev, 2020). We contribute to this literature by analysing the early stages of adoption,

4See, for instance, this article published by the PBoC describing the swap lines as a tool to encourage
currency use (last accessed 16th April 2020).
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when the currency went from zero to positive usage, well before it became dominant.
Also, we focus on policies, especially those adopted by the central bank, that can affect
the internationalization of the currency.

In terms of mechanisms, we model the effect of the choice of currency for pricing on
the choice of currency for working capital credit. On the crucial role of working capital
for international trade, see Amiti and Weinstein (2011). Closest to our paper is Bruno and
Shin (2019) who also emphasize the importance of the currency of the credit that firms use
for their working capital. Their focus, however, is on the implications of using the USD
to denominate credit and on how changes in the exchange rate transmit to these costs
of production. Likewise, Eren and Malamud (2019) propose that the dominance of the
dollar arises from its role in denominating credit, and study the impact that US monetary
policy has all over the world as a result. We study a different set of policies, a comple-
mentarity between the currency of pricing and that of credit, and a rising currency, the
RMB, as opposed to the dominant one, the USD. Gopinath and Stein (2018) also study a
complementarity between finance and invoicing for firms, but they focus on the problem
of domestic banks, which want to give credit in a foreign currency to domestic firms in
order to match the desired foreign currency deposits of domestic households.

Our model of choice of currency invoicing builds on the work of Engel (2006) and
Gopinath, Itskhoki and Rigobon (2010) that emphasize a firm’s desire to match the cur-
rency exposure of its marginal costs with that of its revenues separately in each of their
markets. In our setup, because the currency of working capital affects the marginal costs
of a firm across all its markets, a second new complementarity arises between the choices
of pricing in each of the firm’s markets. Much of the literature on currency invoicing,
following Bacchetta and van Wincoop (2005), Goldberg and Tille (2008) has focused on
a third complementarity, across firms in the same market, arising from the demand for
goods. We incorporate this different channel in one of our extensions, and it does not
change the main conclusions. Mukhin (2018) studies the general equilibrium of a world
in which exporters and importers are all choosing their currencies of invoicing. Our anal-
ysis of a small open economy does not include these global interactions, but we conjecture
that taking them into account would lead to similar insights.

Recent empirical work has used firm-level data on invoicing to characterize the firm-
level determinants of invoicing choices (Goldberg and Tille, 2016, Corsetti, Crowley and
Han, 2018, Chen, Chung and Novy, 2018, Amiti, Itskhohi and Konings, 2019), while other
work looks at the denomination of financial assets (Maggiori, Neiman and Schreger,
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2019). Our data is on payments, rather than invoicing, and it is at the country rather than
firm-level, but it covers the whole world for a decade, as opposed to just one country for
a shorter period of time.

Sections 2 to 4 contain the theory of the paper: the core model, its predictions for
the role of the rising currency, and a series of extensions. Sections 5 and 6 contain the
empirical analysis, describing the data and statistically isolating the role of policy. Section
7 concludes.

2 A model of currency choices

The model in this section captures in a simple setup the complementarity between a firm’s
currency choice for its sales, and the currency choice of its working capital credit. Section
4 relaxes some of its sharp assumptions.

2.1 The environment

A small open economy has a continuum of firms indexed by j ∈ [0, 1]. Each firm sells to
a continuum of markets in the unit interval indexed by i, each having its own currency.
Market 1 is the market of the current dominant currency, which we will distinguish by
using the subscript d. Market 0 refers to the country of the rising international currency,
which will carry the subscript r. These two markets have positive mass in the sales of
each firm, reflecting the size of their economies, while i ∈ (0, 1) are small open economies
each individually with a zero mass in firms’ sales.

There are three periods, distinguishing between three stages of choices that each firm
must make. Figure 1 displays these choices over time.

First, in period 0, the firm chooses the currency that will be used to price its goods in
the future. Prices are nominally sticky, so that given different realizations of the nominal
exchange rate in the future, the currency choice affects the actual demand and revenues of
the firm. The firm can choose between the domestic currency, the currency of the market
to which it is selling, the dominant currency d, or the rising international currency r.

The firm also chooses the currency of its imported inputs that will serve as working
capital and, correspondingly, the currency of its trade credit. Imported inputs and trade
credit are available in the two international currencies, d or r. The firm’s choice of input
mix affects the production function it will face in the next period. Because the interest rate
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Figure 1: Each firm’s choices and actions over time

Period 0: Currency Choices Period 1: Production Period 2: Delivery 

• Buys inputs using the 
committed composition

• Borrows to pay for them in 
matching currency 

• Technology: composition 
of inputs, xr versus xd

• Sticky price in one of the 
currencies in each market

• Sells good to each market, 
collects revenues

• Repays the debt, 
distributes profits

charged for credit differs across currencies, and it is not known at the moment the choice
is made, the firm’s choice will have an impact on its future costs of production.

In period 1, the firm buys its inputs, both the imported working capital just discussed,
as well as local non-credit inputs. The former must be paid ahead of production, while the
others can be paid when the firm receives its revenues. Thus, the former require credit,
which the firm obtains in a competitive market. The cost of credit differs across firms,
reflecting their reputation or (out-of-equilibrium) temptation to default.

Finally, in period 2, each firm j satisfies the demand in each of its markets i given its
sticky price. It collects its revenues, pays off its loans, and realizes its profits.

All risk is realized in period 1. This includes both the exchange rates that apply to
imported inputs and to exports, as well as the costs of credit. Therefore, periods 1 and 2
could be collapsed into a single period, with a morning and an evening sub-periods, as is
commonly done in DSGE models of working capital.5

2.2 Currency of working capital and credit

In period 0, each firm j faces the following production technology:

xj = min

{
xj

r

η j ,
xj

d
1− η j

}
. (1)

The firm can choose the relative shares of the two inputs, xj
r in currency r and xj

d in cur-
rency d, by choosing η j ∈ [0, 1].

The production function in period 1 is a Cobb-Douglas between this input xj and other

5Christiano and Eichenbaum (1995) is a classic reference.

6



local inputs l j:
yj = (xj)α(l j)1−α. (2)

What distinguishes the xj inputs is that they are working capital that must be paid for
ahead of production. Thus, the firm must borrow to finance these inputs, while the other
inputs l j can be paid for later with the firm’s revenues.

If the currency of this trade credit differed from the currency in which the firm bor-
rows, then the firm would be exposed to exchange-rate risk. We assume that the firm will
never want to bear this risk, so that when it chooses η j it is both choosing the currency of
the inputs, as well as the currency of its trade credit to pay for them. Section 4.1 allows
for these two choices to be different and shows that, in general, the firm will optimally
choose to have them be the same.

2.3 Currency of pricing

In period 0, each firm j chooses the currency of its sticky price in market i, among four
possibilities:

P j
i ∈ {PCP, LCP, DCP, RCP} . (3)

The first option is producer currency pricing (PCP). In that case, if the firm chooses
a price pj

i , this is what it will receive in domestic currency per unit sold. If instead it
chooses local currency pricing (LCP), then pj

i is the price in the currency of the export
market, while pj

isi is what it receives per unit sold, where si is the exchange rate with the
currency in that export market. A higher si is an appreciation of the foreign currency, or
a depreciation of the domestic currency against it. The firm can also choose a price in the
dominant currency (DCP), so that its revenues are pj

isd. Finally, and the focus of interest
of this paper, it can choose to price in the rising currency (RCP) in market i, with revenues
per unit sold in that market pj

isr.
We assume that the vector S collecting all the exchange rates across all the currencies

is log-normally distributed, which will lead to exact analytical solutions. Section 4.2 re-
laxes this assumption, solving the model for a general distribution using a second-order
approximation.

Let µi and σ2
i denote the mean and variance of the exchange rate of currency i with

respect to the domestic economy. It is straightforward to extend the model to allow any
currency i ∈ (0, 1) to potentially become an international currency, and derive the con-
ditions for why this will not happen; section 3.3.4 discusses this further. For the two
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international currencies that we consider, we assume that µd = µr and σd = σr. Clearly,
if one of the two currencies is expected to appreciate relative to the other, or if it is signif-
icantly more stable, this will favor it in the choices of each firm. Carrying the terms that
reflect this obvious advantage in the expressions that follow gives little insight. Moreover,
in our empirical application, r stands for the RMB and d for the USD, currencies which,
during our sample period, were partially pegged, so this restriction approximately held.

2.4 Cost of production

In order to pay for its working capital, the firm must borrow. Borrowing qd units in
period 1 leads to a repayment of 1 unit in period 2. Instead, borrowing qr units in period
1, requires a payment of εj in period 2. That is, while the interest rate on a d loan is 1/qd,
the interest rate on a r loan is εj/qr. Both are known at the time the loan is taken, but
in the previous period, firm j faces uncertainty on εj, which is drawn from a distribution
Gj(εj) in period 1.

The difference between these costs of credit plays an important role in the firm’s choice
of currency. For a start, the higher is the mean of Gj(εj), the relatively more expensive it
is, on average, to use r credit than d credit. This would arise if the dominant currency
enjoys a safety premium, as deviations from uncovered interest parity would show up
as εj/qr being on average significantly higher than 1/qd. Moreover, there is a spread of
possible interest rates for borrowing in r reflecting the more liquid capital markets in the
d currency. To a large extent, this is what defines r as the dominant currency. Because the
rising currency has a less liquid, or simply underdeveloped, credit market, choosing in
period 0 to rely on r credit in period 1 is risky. Assuming that the cost of borrowing in d
is known and the same for all firms is just for simplicity and plays no role in the analysis:
it is the relative spread between d and r credit that matters.

The borrowed funds allow the firm to pay for working capital input, xj. In period 1,
xj

d and xj
r cost ρd in d currency, and ρr in r currency, respectively. We assume that ρd or ρr

are known, but this is of no substance to the results. The non-credit inputs instead cost w
in domestic currency, which can be paid only when revenues get realized in period 2. In
period 0, the firm faces uncertainty with respect to w, which is drawn from a log-normal
distribution with covariances with the exchange rates of the two international currencies
of σdw and σrw. This source of uncertainty is common to all firms within the country.

We introduce one more assumption that is solely for convenience of the exposition.
We assume that the correlation between the exchange rate in every market si, and the ex-
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change rate of the r and d markets as well as w inputs is the same for all i. Allowing for
country-specific correlations changes none of our substantive results, but would require
carrying many involved terms in each of the expressions, comparing an individual mar-
ket’s correlations with a weighted average of all other markets. While this assumption
is absurdly unrealistic, there are no relevant economic lessons for this paper’s goal that
would come from relaxing it.

All combined, in period 1, the marginal cost of production for firm j is:

C(η j, εj, S, w) =

η jsrρr

(
εj

qr

)
+ (1− η j)sdρd

(
1
qd

)
α

α (
w

1− α

)1−α

. (4)

2.5 Demand for goods

The firm is a monopolistic provider of its good to each of the foreign markets, and in
all of them it faces a demand curve with a constant elasticity of θ. Its sales depend on
the currency in which it sets its price. If the firm follows LCP, then demand is given by:
yj

i = (pj
i)
−θ. If instead it sets a price according to PCP, then changes in the exchange

rate will lead to changes in the price facing consumers and thus in their demand for the
firm’s product: yj

i = (pj
i/si)

−θ. If it prices in the d currency, then it is changes in the
exchange rate between the i market and d, so sd/si that shift demand: yj

i = (pj
isd/si)

−θ.
Symmetrically, with RCP: yj

i = (pj
isr/si)

−θ

The literature on dominant currencies often assumes there are demand complementar-
ities, so that the price set by other firms in market i affects the demand for the good of firm
j. This provides a force for the emergence and dominance of an international currency,
as firms have an incentive to price in the same currency as other firms. Since this paper
focuses on a different and complementary force, from matching the currency of credit to
the currency of pricing, we isolate it by choosing to abstract from the complementarity
channel. Section 4.2 re-derives the main results allowing for this complementarity.

2.6 The goal of the firm

The ex post profits of a firm in period 2 are given by the difference between revenues and
costs. In the case of LCP, these are equal to the expression :

πLCP(pj
i , η j, εj, S, w) = si(pj

i)
1−θ − C(η j, εj, S, w)(pj

i)
−θ. (5)
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Similar expressions hold for the other three pricing cases.
Combining all the ingredients so far, the firm’s problem is then:

max
η j

(∫ 1

0
max
P j

i

max
pj

i

(∫ ∫
πP (pj

i , η j, εj, S, w)dF(S)dGj(εj)

)
di + ...

)
(6)

The first inner maximization is the optimal price set by the firm. The second inner maxi-
mization is over the pricing currency for each market. The outer maximization is over the
currency of credit for all the firm’s operations. The expression omits the equivalent ex-
pressions for the i = 0 and i = 1 countries that have positive mass and issue the dominant
and rising currencies (the full expression is in the appendix).

With full information, the firm would choose a price equal to a constant markup over
marginal costs. The pricing currency would be irrelevant since, knowing the exchange
rates, the firm would adjust the price to lead to the constant markup over marginal costs.
As for the choice of credit, firms with εj > (sd/sr)(ρd/ρr)(qr/qd) would choose the d
technology since its cost is lower, accounting for the cost of inputs, the costs of credit and
the appreciation of the exchange rate.

Firms are not averse to uncertainty per se; they maximize expected profits and so are
risk neutral. However, ex post deviations from a constant markup over marginal cost
lead to lower profits. Shocks to exchange rates, cost of inputs, and borrowing costs, affect
profits differently depending on the firm’s choice of currency for credit and pricing.

2.7 Policies

The distribution of credit costs in the r currency Gj(εj) plays a central role in the model.
The exorbitant privilege that an international currency enjoys is a low mean in this dis-
tribution, so that interest rates in this currency are lower than what a simple uncovered
interest parity condition would suggest. Policies that create or help sustain such a privi-
lege, including removing risk of default in that currency or reducing exchange-rate risk,
can be seen as ways to shift this distribution to the left.

The introduction discussed how the FRB of New York in the 1910s and the People’s
Bank of China in the 2010s pursued many policies with the goal of increasing the liquidity
of the market for overseas credit in the USD and the RMB, respectively. Whether these in-
cluded de-regulating private activity or creating standardized contracts for these credits,
all of these policies tried to lower the dispersion in the Gj(εj) distribution.

10



One particular policy that we will use in the empirical analysis is a central bank swap
line. It provides a way to borrow foreign currency at a pre-announced interest rate. A
bank that has provided credit in foreign currency to a firm can go to the domestic central
bank and borrow this foreign currency. The domestic central bank provides the monitor-
ing services of the bank and its trade credits, while the foreign central bank provides the
currency. Even if no one uses the swap line most of the time, their presence gives firms the
certainty that the interest rate charged for working-capital credit in the foreign currency
will never exceed the swap line rate.

Like other central bank lending programs, swap lines put a ceiling on interest rates, in
this case on the interest rate at which firms can borrow the international currency.6 There-
fore, after a swap line is introduced for the r currency at the rate εswap/qr, the distribution
of interest rates facing any firm shifts to:

G̃j(εj) =

1 if εj ≥ εswap

Gj(εj)/Gj(εswap) if εj < εswap
(7)

For the currency of a small country, in which overseas credit is nonexistent, the intro-
duction of the swap line could generate a significant volume of credit, all flowing through
this central bank facility. The central bank would become the only creditor in this cur-
rency. Most central banks, or other government bodies, would not be willing to tolerate
the large volume and credit risk associated with these activities. For a rising currency
instead, a credit market already exists, but it is still illiquid so that the usual terms of-
fered to firms can have a wide distribution. The swap line, by cutting the right tail of this
distribution may end up being used quite infrequently and in small volumes. But, by re-
moving these infrequent high rates, it can ex ante significantly affect the firms’ inclination
to borrow from banks in the rising currency, and other financial institutions’ willingness
to trade these in secondary markets.

The same result could be achieved through a direct government subsidy to the banks
that give overseas credit for trade in the rising currency. This would directly shift the
Gj(εj) to the left. However, this would also come with potentially large costs to the gov-
ernment, as the subsidy is paid on all overseas credit. If the policy is successful, these
costs would grow and could become very large. The swap line instead serves as a back-
stop, ex ante significantly lowering the risk of very high rates, but ex post only being used

6See Bahaj and Reis (2018) for further details on the operation of central bank swap lines, and evidence
that this ceiling is quite effective.
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infrequently. Other financial policies like de-regulation or creation of standard contracts,
may have an initial fixed cost, but these do not rise after the jump-start of the currency.

Altogether, all of these policies broadly give rise to a distribution G̃j(εj) such that it
is first-order stochastically dominated by the pre-policy distribution Gj(εj). This is the
policy experiment that we will study in the model.

3 Model predictions

With these ingredients, we now solve the problem in equation (6) and study how it
changes with the introduction of central bank policies that shift Gj(εj) to G̃j(εj).

3.1 The optimal currency of pricing

Start with the problem of a firm that has chosen r credit (η j = 1). (The choices of a firm
that has chosen d credit are symmetrical, with d subscripts replacing the r subscripts ev-
erywhere.) This firm needs to choose between the four pricing regimes for each market
it sells to. This is a classic problem in the literature (Engel, 2006, Gopinath, Itskhoki and
Rigobon, 2010), that is often solved with second-order approximations. Given our as-
sumptions on functional forms and log-normality, it has an exact solution characterized
in the following result that is proven in the appendix:

Lemma 1. The choice of currency of pricing P in market i by a firm j that chooses r-credit (η = 1)
has the following properties:

(a) RCP is always preferred to DCP as long as the correlation between sr and sd is smaller than
one (otherwise the firm is indifferent).

(b) RCP is preferred to LCP in market i if the variance of the local exchange rate is sufficiently
high:

σ2
i ≥ Φ ≡ σ2

r + 2α(σir − σ2
r ) + 2(1− α)(σiw − σrw)

(c) RCP is preferred to PCP in market i if the covariance of the country’s non-credit marginal
costs with the r exchange rate is high enough:

σrw ≥ Ω ≡ σ2
r

(
0.5− α

1− α

)
.
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Result (a) is natural. Since its marginal costs are partly denominated in the r currency,
but not in d at all, there is no reason for the firm to use DCP. It would only do so if the
r and d currencies were perfectly pegged to each other, in which case the firm would be
indifferent between them in all its choices.

To understand result (b), start with the case where α = 1 so that the marginal costs
of the firm moves entirely with sr. Then, Φ = −σ2

r + 2σir, which by the properties of
covariance is always weakly smaller then σ2

i . Thus, the firm would choose RCP in every
market. Intuitively, given its desire to keep a constant markup to maximize profits, the
firm will match the currency of its marginal cost and its revenues. A higher σ2

i relative to
σ2

r makes the losses from LCP higher, while a higher covariance σir makes LCP resemble
RCP more.

Consider now what happens if α < 1. Some of the marginal costs depend on the non-
credit input price w. If the covariance of w with si is positive, this provides an argument
for LCP, while if the covariance of w with sr is positive, this provides a further argument
for RCP.

Result (c) compares RCP with PCP. If α > 1/2, the condition always holds. This is
because in this case, sr has a large enough impact on the costs of the firm that it wants to
set its price in the r currency as well. For a smaller α, even though marginal costs vary
with changes in w as well, then as long as σrw is large enough, again RCP will achieve
higher expected profits. An interesting property of the solution is that Ω is the same for
all markets i. Therefore, either RCP or PCP is used by firm j, but never both in different
markets.

3.2 The optimal currency of credit

Taking as given its choice of pricing currency across markets, the firm chooses the cur-
rency of its working capital and of the credit it needs to buy it. The appendix proves the
following novel result:

Proposition 1. The optimal currency for working capital credit η j by firm j has the following
properties:

(a) It is bang-bang since the optimum η j ∈ {0, 1}.
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(b) The firm chooses r-credit (η = 1) if

(∫ (
εj
)α

dGj(εj)

)1/α

≤
(

qr

qd

)(
ρd
ρr

)
Ψ.

(c) The threshold Ψ is the same for all firms and is a function of: (i) the share of markets for
each choice of P j

i , (ii) the size of the r market, (iii) the covariance of (S, w). The threshold
Ψ is larger, the larger are: the share of markets in which the firm uses RCP, the size of the r
market, the covariance σrw.

The first result follows from the general result that profit functions are quasi-convex
in input prices. The firm will want to pick the input that has the lowest cost. There is no
benefit to diversifying, since the firm cares only about expected profits.

The second result states that if the expected value of a concave function of the credit
costs in r currency is below a threshold that is common across firms, then the firm will
choose r credit. The first determinants of that threshold are the natural ones: low average
interest rates and low input costs. The other determinants, captured in Ψ, the definition
of which can be found in the appendix, are laid out in the third part of the proposition.

First, if the firm switches from using LCP to RCP for a marginal market, this raises Ψ
making it more likely that the threshold is met for currency r-credit. Intuitively, as a larger
share of the firm’s goods have revenues that depend on sr, the firm has more incentive
to have its costs depend on sr as well, through its working capital and credit. Second,
in the r export-market, by definition LCP=RCP for the firm. Increasing the size of this
market has a similar effect as switching from LCP to RCP in another market: it raises the
incentive to have the currency of credit costs line up with the currency of sales revenues.
Third, if σrw is larger, then the non-credit part of the firm’s costs moves closer with sr.
With its intention of having a constant markup, the firm will want to have r credit, thus
matching the currency of all its inputs, and of its output price as well.7

3.3 The effect of central bank policy on currency adoption

Any of the central bank policies that we discussed—facilitating an exorbitant privilege,
deregulation, creating a liquid market for credit in the currency, or introducing a central

7On top of this effect, a higher σrw makes the firm use RCP in more of its markets following lemma 1,
which further boosts this effect.
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bank swap line—induce a shift in the distribution of credit costs in the r currency, Gj(εj)

to G̃j(εj). The impact of the policies is then given by the following result.

Proposition 2. A shift in the distribution of credit costs to G̃j(εj) that is first-order stochastically
dominated by the previous one leads to the following results:

(a) For fixed η j = 1, it has no effect on the choice of P .

(b) Keeping fixed the P decision, some firms switch from η j = 0 to η j = 1.

(c) For firms that switch η j, then in markets where σ2
i is high enough, they will choose RCP, as

long as σrw is high enough in the country for RCP to be preferable to PCP.

(d) The switch to RCP lowers Ψ, and so induces more firms to switch from η j = 0 to η j = 1.

The distribution affects currency choices through the moment:
(∫ (

εj)α dG(εj)
)1/α

.
The central bank policies lower this sufficient statistic; their effectiveness is measured by
how much they do so. In particular, the proposition lays out the extent to which the policy
changes move the thresholds defined in the previous propositions.

Result (a) follows directly from lemma 1. None of its results depend on Gj(.). Thus,
for a given choice of credit currency, central bank policies have no effect on the currency
of pricing.

In turn, result (b) follows directly from proposition 1. The central bank policies lower
the expected costs of r credit, making some firms cross the threshold in that proposition.
These firms switch from d credit to r credit.

Result (c) applies lemma 1 to the firms that just switched from d credit to r credit.
These firms will adopt RCP in some of their markets, as long as σrw is high enough.

Finally, result (d) notes the second-round effects. As some firms choose the r currency
for pricing their goods, this makes the r currency more attractive for credit as well given
the result in proposition 1(c) .

Combining the introduction of a central bank swap line with this proposition leads to
four empirical predictions.

3.3.1 Empirical prediction: jumpstarting R

Figure 2 represents the solutions of the model. On the horizontal axis are firms, ordered

so that the higher is j, the higher is Ej
((

εj)α
)1/α

. Thus, associated with the threshold Ψ
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Figure 2: The impact of the swap line

(a) Pre swap lines (b) After swap line

in proposition 1, there is a threshold j∗ such that firms with j ≤ j∗ choose η = 1, and firms
with j > j∗ choose η = 0. On the vertical axis are represented the markets to which each
of these firms sell. Export markets differ in their σ2

i , and we index these markets by the
inverse of this variance. Then, the threshold Φ in lemma 1(b) translates into a threshold
i∗r defined by σ2

i∗r
= Φ. Firms with i ≤ i∗r choose RCP, while the others choose LCP. Finally,

the thick lines at i = 0 and i = 1 represent the r market and the d market, respectively.
Panel a) in the figure shows the case before the policy change. In this case, j∗ = 0,

and the r currency is not used at all. All firms choose d currency credit, and none of
them chooses RCP. Rather, each firm uses DCP in some markets, and LCP in some other
markets.

Panel b) shows the solution after policy lowers the expected credit costs of the r cur-
rency. The threshold j∗ is now positive and so a mass of firms switches to r currency
credit. In some of their markets, those such that i ≤ i∗r , firms set a price in r currency. The
area of the purple rectangle then captures the usage of the r currency. Both payments sent
and received in the r currency rise, as the two complement each other. The currency has
jump-started into an international currency status.

Empirically, if the central bank of the r currency country adopts a set of these policies,
we should see that payments received and sent from other small open economies in the
r currency should rise. This happens not just with respect to the r country but also to the
other countries with which it trades.
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Figure 3: Country variation

(a) Country with low σrw (b) Country where σrw rises

3.3.2 Empirical prediction: sorting on covariances

Figure 2 was drawn for a country that has sufficiently high σrw, above the threshold Ω in
lemma 1(c). Therefore, firms did not opt for PCP after the switch, but rather for RCP in
some markets.

The left panel of figure 3 shows instead what happens in a country when σrw is lower
than Ω. Now, the firms that switch to r credit choose PCP. The policy still jumpstarts the
r currency, but now to a smaller extent. In these countries, the r currency is only used to
make payments of inputs and the credit for them, but there are no payments received in r
currency from the sales of goods from any country besides the r country in the i = 0 axis.
This is represented in the figure by the purple area being now only in the (thick) segment
of the horizontal axis.

In the model, w stands for the cost of inputs that are not working capital and so do
not require credit. A rough proxy for all the costs facing a firm, which will include those
denominated in r currency and funded by credit together with these other ones, is the
producer price index. Therefore, one proxy for σrw is the covariance between sr and the
producer price index in that country. The empirical prediction is that sorting countries by
this covariance, those for which it is higher will see a larger impact of policy on r usage
than those for which the covariance is smaller.

3.3.3 Empirical prediction: neighbors

Continuing to focus on σrw leads to a separate prediction. A part of producer costs are the
cost of inputs imported from other countries that are not paid on credit. Imagine now that
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as a result of policies adopted in those countries, their firms started pricing their exports
more in the r currency. This would result in more of the imports into the neighboring
countries being priced in r currency. As a result σrw would be expected to rise.

Perhaps this increase in σrw leads it to now exceed the Ω threshold, which it did not
before. Then, the economy would shift from being described by panel (a) of figure 3 to
being described by panel (b) of figure 2. The use of the r currency would increase as firms
switch from PCP to RCP. This is the first effect of σrw.

Panel (b) of figure 3 shows what happens when the country was already using the r
currency, so that this first effect is already taken into account. After a policy change in
one of its neighbors, σrw rises. From lemma 1 we know that Φ falls: more firms choose to
invoice their sales in r rather than in the local currency. The threshold i∗r rises. This is the
second effect of a rise in σrw, and increases the r-currency box in the figure vertically.

Finally, the third effect comes from proposition 1: as σrw rises, then Ψ falls. This raises
the threshold j∗ and so more firms choose r credit. The r-currency box in the figure in-
creases horizontally as well.

Combining all these changes, and their second round effects, the use of the r currency
in payments in and out of the country increases. The theory predicts that when a country
signs a swap line with the r-currency central bank, we should expect its neighbors to
make and receive more payments in the r currency, even if they introduced no policies of
their own.

3.3.4 Empirical prediction: why so few international currencies?

The model is consistent with the fact that the vast majority of currencies in the world are
not international currencies for three complementary reasons.

First, if σ2
r is large, then the currency will neither be used for credit nor for pricing of

sales, according to the first two propositions. Having a stable exchange rate vis-à-vis most
other countries is an important pre-condition for policy to have any effect on jumpstarting
the international use of the currency.

Second, for most countries credit is expensive and illiquid in their currencies, so the
Gj(.) distributions are far to the right. For most currencies, the threshold Ψ in proposition
1(b) is far from being met.

Third, the countries that issue these currencies are not large enough in international
trade. As a result of proposition 1(c), their Ψ itself is small and harder to clear.

If these countries were to try policies to jump-start their currencies, proposition 2 pre-
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dicts they would fail because none of the thresholds would be overcome; they are too far
to start with. The policies of the Federal Reserve in the 1910s and the People’s Bank of
China in the 2010s had a chance to succeed because they also came with sound monetary
policy, large capital markets, and large weights in international trade in these countries
to start with.

4 Model extensions

The model makes three assumptions that are worth further investigation. First, that the
choice of η j pins down both the currency of the credit inputs, and that of the credit itself.
Second, that there are special functional forms and distributions for shocks delivering an-
alytical results. Third, that there are no demand complementarities. This sections relaxes
each of them.

4.1 Currency of credit versus currency of inputs

When the firm chooses η j in period 0, it is choosing the type of input it will use in period
1 and what currency that input’s price will be denominated in. We assume the firm also
matches the currency of its borrowing with the currency of the input. However, the firm
could choose to borrow in another currency and use it to buy the currency of the input at
the exchange rate in period 1. This firm would then have to pay back the loan in period
2, which would require exchanging the currency of its sales to the currency of the credit.
Insofar as the exchange rate in period 1 and 2 is different, then this creates exchange-rate
risk. We now ask the question of whether the firm will want to have the currencies of
inputs and credit match to avoid this risk, or not.

To answer it, the first new assumption is that the exchange rates at date 1, call them S̃
are not longer the same as in period 2, denoted by S as before. Input l j is now chosen in
period 2, once all uncertainty is realized, and to meet demand at the sticky price. Input xj

though is paid for and chosen in period 1, using credit in either the r currency, if ζ j = 1,
or the d currency if ζ j = 0. The realised cost of xj, as function of both ζ j and η j, is now
given by:

η j s̃r

(
ρr

εj

qr
ζ j sr

s̃r
+

1
qd
(1− ζ j)

sd
s̃d

)
+ (1− η j)s̃d

(
ρd

εj

qr
ζ j sr

s̃r
+

1
qd
(1− ζ j)

sd
s̃d

)
. (8)
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Note that if s̃r = sr and sd = s̃d then the firm would clearly just choose ζ j such that
the currency with the lowest expected cost of finance is used. Similarly, if η j = ζ j, the
risk from the intermediate exchange rates are perfectly hedged and we are back to the
problem in the previous section.

We make a few auxiliary assumptions to make the analysis simpler: (i) all markets i
are identical and the firm does not sell to the d and r markets, (ii) w is known, (iii) the
marginal distributions of sr and sd are identical, as are those of s̃r and s̃d, and (iv) all
exchange rates follow random walks. Using these, the appendix shows the following:

Proposition 3. The choices of currency of credit and currency of inputs are both bang-bang:
η ∈ {0, 1} and ζ ∈ {0, 1}. A firm j only chooses (η, ζ) = (0, 0) or (η, ζ) = (1, 1) so the
currency of credit and the currency of the inputs coincide under LCP. The sufficient condition
for the same to be true under PCP is σir̃ = σid̃. The sufficient condition under RCP or DCP is
σir̃ = σid̃ and σr̃d̃ ≥ 0.

The convexity of the profit function extends to both currency choices. The relevant
question then is whether the firm ever chooses (η, ζ) = (1, 0) or (η, ζ) = (0, 1), that
is to have the currency of its inputs and credit mismatched. The answer is that this is
never the case under LCP and under mild conditions under PCP, DCP or RCP. The firm
typically does not want to introduce a mismatch between part of its inputs and the credit,
since this introduces variability in its marginal costs, and thus the markup resulting from
sticky prices deviates from its optimal level more often.

The sufficient conditions in the proposition simply imply that the covariances between
the exchange rates are such that the firm cannot hedge exchange rate driven fluctuations
in markups by having a mismatch between its trade credit and the currency of inputs.
These are stringent sufficient conditions; the full (lengthy) conditions are provided in the
appendix.

4.2 Demand complementarities

This section studies three extensions to the main results. First, it allows the production
function to be a generic homogeneous function of degree one, F(xj, l j), as opposed to a
Cobb-Douglas specification. Second, it allows for a generic demand function in market
i given by Y(pj

i/qi) as opposed to a constant-elasticity of demand. Third, it allows for
a generic local demand shifter qi, which is stochastic. Following Arkolakis et al. (2018),
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this specification is quite general and accommodates demand complementarities: if other
firms raise their price in a particular market, this can be captured by an increase in qi.
More relevant for the question in this paper, if more firms choose their prices in a partic-
ular currency, then the covariance of qi and that exchange rate will rise, and this provides
an impetus for firm j itself to also choose to invoice in this currency. The parameter λ

measures the elasticity of the firm’s desired price to qi and so captures the strength of this
strategic complementarity.

The fourth extension is that we now allow the vector of random variables (S, w, Q)

to follow any distribution. At the same time, all the results now follow from log-linear
approximations around the non-stochastic price choice across markets. The (tedious) al-
gebra is relegated to the appendix.

Proposition 4. In the case where the demand curve exhibits strategic complementarities and the
firm’s production function is homogeneous of degree 1, to the second order, the model exhibits the
following properties:

(a) The currency choice of invoice is is still determined by thresholds Φ and Ω as in lemma 1.

(b) If demand complementarities are sufficiently strong, λ > 1/2, an increase in σqr makes it
more likely that the firm will choose RCP over LCP.

(c) A shift in the distribution of credit costs to G̃j(εj) that is first-order stochastically dominated
by the previous one still weakly leads to an increase in r-currency invoicing and r-currency
credit as in proposition 2.

The lessons in this paper are unchanged, especially as it concerns part (c), and the
empirical predictions that followed from it.

At the same time, result (b) introduces a new mechanism. The presence of demand
complementarities can introduce a new amplification force for the r currency. If more
firms start pricing in r currency in market i (raising σqr), the firm wants to follow them
and price in r currency as well. The larger is the demand complementarity, the stronger
this force is.8

8Left out of our analysis are network externalities, whereby the benefits of the international currency
rise as other firms and countries use it more. In the model, this would be captured by having G(.) shift left
as the thresholds for r use rise. We do not model this link, since there is an extensive literature on these
network effects, and they likely solely amplify the effect of the policy fundamentals that we focus on.
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5 Data on RMB payments and swap lines

We bring two sources of data to the table. The first was hand collected from information
by the PBoC and counter-party central banks on the details of their swap line agreements.
The second comes from the SWIFT Institute and measures cross-border payments in RMB.
We explain each in turn. Formal data definitions and sources are provided in section H of
the appendix.

5.1 The PBoC swap lines

An RMB swap line is an agreement between the PBoC and a foreign central bank enabling
it to borrow RMB. The typical agreement is for a fixed duration, usually setting out a 2-
or 3-year period where the foreign central bank can choose to activate the swap line. So
far, these agreements have tended to be renewed.

The contract approximately works as follows. The foreign central bank initiates the
transaction by requesting to borrow RMB from the PBoC up to the notional amount of the
contract, for a maturity that potentially goes from overnight to up to 2 years. If the PBoC
approves and sends the RMB, the foreign central bank must gives the PBoC a deposit in its
own currency as collateral (this is what makes the transaction a swap). At the end of the
swap, the foreign central bank cancels the deposit (hence its own currency never enters
circulation), and pays back to the PBoC the RMB borrowed plus a pre-agreed interest
rate. Since no currency gets exchanged in the spot market, and the interest rate is fixed,
the swap line has only credit risk, but no exchange-rate risk nor any interest-rate risk, just
as in the model. The foreign central bank chooses its own procedures for how commercial
banks in the foreign country can borrow the RMB. In some countries, like Singapore and
Korea, there are standing RMB liquidity facilities available to commercial banks that are
financed by the swap line, but other countries have more ad hoc arrangements.

This approach to central bank swap lines corresponds closely to how the Federal Re-
serve operates its swap facilities.9 There is however an operational difference, given cap-
ital controls in China: the RMB is exchanged through an RMB settlement bank either
locally (if the country has one), in Hong Kong, or potentially in another offshore RMB
centre. The foreign central bank will have an account with the settlement bank, which it-
self has an account at the PBoC backing it. These settlement banks serve as intermediary

9On the USD swap lines, see Bahaj and Reis (2018).
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Figure 4: The PBoC swap lines
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correspondent banks, since foreign central banks (or banks) cannot have deposits at the
PBoC.

We collected data on each swap line agreement signed or renewed by the PBoC start-
ing from 2009, specifically covering the precise date in which it was signed and its no-
tional amount. We compiled this information from the PBoC’s official news releases and
then cross checked with the foreign central bank’s official communications. We comple-
mented this with keeping track of when the swap lines were renewed or expired. There
were 38 swap lines agreements in place in 2018, with Japan being the latest signatory.
Using these data, we define the variable SwapLinei,t as an indicator that takes a value of
one if country i first signed a swap agreement with China at or before month t.10

Figure 4 shows the evolution of the number of outstanding swap lines and the sum of
their notional amount. They have always been increasing. Most of the growth happens
in the first half of the decade, with a significant slowdown after the RMB was included in
the IMF basket in 2016. Still, after that period, the swap lines were not reversed and kept
on being renewed. This evolution provides a potential null hypothesis for the empirical
analysis: if the swap lines were signed mainly for symbolic purposes, perhaps related to
the inclusion of the RMB to the SDR basket, we should find they have no effect on the
actual use of the RMB.

The right panel shows the network of swap lines, where darker colors reflect a larger

10The swap line agreements sometimes lapse but are almost always renewed, sometimes with a gap
of a few months. Hence, in our baseline specification we do not revert the indicator to zero if the swap
line agreement officially lapses, since it would likely be renewed if it was needed, so the insurance aspect
remains. Our results are robust to allowing for lapses.
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committed amount. A table in the appendix lists all of the swap lines and their com-
mitted amounts. Unsurprisingly, large financial centres have large swap lines, as their
banks and financial markets are used to provide credit in RMB to firms around the world.
Other swap lines are dominated by countries with large trade or investment relations
with China. However, the rush to show progress on this political endeavor means that
the timing in which different swap lines were signed does not show an obvious pattern
driven by economic fundamentals.

We do not have accurate data on the balances outstanding in each line at any point
in time. In a non-exhaustive exercise, McDowell (2019) reports several instances of us-
age across 9 different countries. Mostly, it was used in operations related to RMB trade
settlement, in the cases of Korea, Singapore, Turkey, Russia and Hong Kong. However,
Pakistan, Argentina, Ukraine and Mongolia used it instead to pay for imports from China
which would otherwise be funded in USD, or just swapped the RMB directly into USD to
pay others.

5.2 SWIFT data on RMB payments

Our data source for cross-border payments is the Society for Worldwide Interbank Finan-
cial Telecommunication (SWIFT). It provides a network for financial institutions to send
and receive messages to and from one another about financial transactions in a secure
and standardized manner. SWIFT does not clear or settle payments, nor does it facilitate
the transfer of funds; its messages are, for the most part, payment orders that are settled
via correspondent accounts that banks hold with each other.

SWIFT accounts for a large share of cross-border transactions over our sample pe-
riod (see Rice, von Peter and Boar (2020)). Hence, we view our data as representative
both of overall payments and payments in RMB. China introduced its own Cross-Border
Interbank Payment System (CIPS) in 2015 to improve cross-border RMB settlement and
clearing by adopting common standards among participating banks. This system, and
the network of participants, is still developing, and SWIFT messages are relied upon for
the purpose of communicating with the system (see Deutsche Bank (2015)).

In the model, firms choose the currency of their borrowing and their invoicing. We
observe instead the currency in which they make and receive cross-border payments. In
principle, the currency used for invoicing and for settlement payments could be different,
so long as there is no discrepancy in value. Likewise, in the model firms choose the
currency of their credit, but they could perhaps be repaid the equivalent amount in a
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different currency. However, studies in this topic (e.g., Friberg and Wilander, 2008) find
that, in 99% of the cases, the currency with which debt and payments are settled is the
same as the currency of invoicing or the one in which the debt was written.

Our data is in the form of monthly bilateral payments broken down by country-pair,
currency and message type. We exclude within-country messages. The sample covers 97
months, between October of 2010 and October of 2018. The data are aggregated at the
country-pair level, and provides no information on who is making the payment (neither
the bank nor the client). For most of what follows, we focus on payment orders: the
combination of message types MT 103 and MT 202 in SWIFT, covering single customer
and bank-to-bank payment message types, respectively.

For robustness, we also consider message type MT 400, which is an advice of payment:
specifically it is a message from a bank acting on behalf of an importer, confirming to a
bank acting on behalf of an exporter that payment has been made by the importer (the
actual payments backing MT 400 are recorded separately in SWIFT as message types MT
202 or MT 103). This message type corresponds more closely to our model, since the
messages are arising directly from trade. However, not every payment for international
trade involves an MT 400 and SWIFT has less complete coverage of advice of payments.

With these data, we calculate our measure of interest: the RMB share in cross border
payments sent and received per month per country. The aggregated data is displayed in
figure 5 (together with the number of swap lines). The upward trend in the use of the
RMB since the PBoC started its internationalization strategy is clearly visible, although,
as with the number of swap lines growth, has leveled off in recent years.

5.3 A first look at the data: zeros

Figure 6 plots the RMB share of payments per country, averaged over all the months in
the sample against the share of trade of each country with China. Some countries widely
use the RMB, and also trade large amounts with China, like Mongolia. A few financial
centres have large RMB usage as they will process payments from China, like Hong Kong
or Singapore. For the vast majority of countries in the sample though, the use of the RMB
at a monthly frequency is close to, or exactly, zero.11

11SWIFT reports a zero for a country pair if in that month there were less than 4 records across all cur-
rencies. So, if a country makes many payments to China but they are all in dollars, we would accurately
observe RMB payments as a precise zero. If the country only makes 2 payments to China but they are all in
RMB then the observation would be zero.
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Figure 5: RMB share in global payments (and swap lines)
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Figure 7 plots the median RMB share in cross-border payments for all countries that
signed a swap agreement, against the number of months before and after the swap line
was first introduced. Therefore, each observation in the plot shows the share of RMB
payments across all countries that were at the same distance from signing (or having
signed) an RMB swap line. The message from the figure is clear: the typical country that
signed a swap line did not use the RMB at all before this policy took effect. Afterwards,
the RMB starts being used and the effect grows over time and persists.

Taken together, figures 6 and 7 suggest that the swap lines trigger a jumpstart of the
RMB as an international currency adopted for payments. The PBoC policy shows its
effect on currency adoption for payments starting from zero. Therefore, in our analysis,
the primary variable of interest will be an indicator that takes a value of 1 if the country
makes or receives an RMB payment in a particular month, 1(Rpaymenti,t > 0). Both the
theory and a first look at the data suggest that the effect of policy should show up along
this extensive margin. For robustness, we will also look at the impact of policy on the
share of cross border payments in RMB, Rsharei,t.

26



Figure 6: RMB payments per country vs. trade with China
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5.4 Sample selection

Our model of a small open economy is better suited to approximate the functioning of
smaller, less developed countries that are reliant on foreign currency credit for trade fi-
nancing. Developed economies have a more sophisticated financial sector that can gener-
ate domestic trade credit and liquid currencies, and where foreign-exchange currency risk
can be hedged. Moreover, the larger, more developed economies, are often hubs for inter-
national payments. This can lead to double counting of the same underlying transactions
in SWIFT. One end-to-end transaction can show up as multiple orders as the payment
gets routed through multiple banks in multiple jurisdictions. A payment from Chile to
China may pass through New York, London and Singapore (potentially multiple times)
and so recording payments to and from financial centres becomes misleading. Finally,
larger economies are more likely to be affected by changes in other Chinese policies, or in
world trade fundamentals, that would be confounding factors for the study of the swap
lines.

Figure 6 shows that including in the sample the handful of countries with high shares
of RMB usage would risk confusing the extensive margin RMB adoption with the in-
tensive margin at work for these large financial or trade partners. We deal with these
concerns in two ways. First, we consolidate Hong Kong and Macau into China. Second,
in the baseline analysis, we exclude the financially developed countries and focus on de-
veloping countries, that average less than 30,000 PPP dollars of GDP per capita over the
sample. This leaves us with a sample of 136 countries.12

5.5 Control variables to address reverse causality

A potential concern in the empirical investigation of swap lines is reverse causality. It is
possible that the RMB usage in a given country increases due to some other factor besides
the new policy and the country signs a swap line with the PBoC as a result of this in-
creased demand for RMB. In a regression of the RMB payment dummy, 1(Rpaymenti,t >

0), on the introduction of a swap line, SwapLinei,t, this third factor would show up in the
residual, driving RMB usage while being correlated with the availability of a swap line,
therefore biasing the estimates.

12We treat the euro area as it was composed at the start of the sample in 2010 as a single consolidated
entity. Its per capita income exceeds the threshold and hence the member states are dropped. Countries
that joined the euro area after 2010 are included separately but we do not treat their joining, and hence
having access to the ECB’s swap line, as equivalent to signing an agreement.
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One way to address this concern is to include time fixed effects. To the extent that
countries are relatively homogeneous, these can control for common trends in the adop-
tion of the RMB and the expansion of the swap lines. Country fixed effects can similarly
deal with time-invariant country characteristics that make a country more likely to both
use the RMB and sign a swap line with the PBoC.

This still leaves the possibility of region-specific trends in RMB usage correlated with
signing a swap line. These could be due to trade, political or productivity developments
in the region and its relations with China. To proxy for these, let Ni denote the set of
country i’s neighbors. We measure these as all the countries within 1000km of country i if
at least 5 are within that distance; if there are fewer than 5 countries within that distance,
we include the nearest 5 countries to country i.13 The control variable that measures the
share of RMB used by country i’s neighbors is:

Neighbor Usei,t =
1
|Ni| ∑

j∈Ni

1(Rpaymentj,t > 0). (9)

Another source of bias may stem from country-specific changes in the relationship
with China. For instance, the signing of a swap line may occur around the same time
as a trade agreement is signed, or there could be changes in tastes or technologies that
induces the country to trade more with China. We control for this aspect by including a
dummy for whether the country has a trade agreement with China as well as the log of
dollar exports and imports from the country to China, and the ratio of Chinese imports
and exports in the country’s GDP.14

One can also think of other non-trade related capital flows that lead to increased RMB
payments thanks to policies distinct from but correlated with the swap lines being signed.
The RMB swap lines are often signed as part of a package of joint policies between China
and the other country, and it is possible that these other policies are what spurred the use
of the RMB. To address this issue, we add three additional measures of Chinese economic
policy towards county i as another set of controls. These measures take into account
whether the country has a RMB clearing bank, whether it is a member of the Asian In-

13The distance is measured capital to capital using great circle distance. Alternative measures and thresh-
olds give very similar results.

14It is worth noting that, when common trends are appropriately controlled for by fixed effects, there is
no evidence that the swap lines are associated with an increase in trade with China either in absolute terms
or in terms of a share of a country’s total trade. This is inconsistent with the effect of the swap line being
confounded by deepening economic linkages with China in general.
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frastructure Investment Bank, and how large are the infrastructure investment flows from
China as ratio of GDP, to account for the Belt and Road Initiative. The latter measure
comes from the Chinese Global Investment Tracker of the American Enterprise Institute,
keeping an account of large Chinese fixed investment projects globally. We consider both
the amount announced in a particular month and the cumulative amount since the start
of the sample.

Table 1 presents summary statistics for the different variables in our sample.

6 The empirical effect of the swap lines

Including time and country fixed effects, αt and αi respectively, as well as the controls
with a vector of coefficients γ, our baseline specification is a linear probability regression:

1(Rpaymenti,t > 0) = αi + αt + β× SwapLinei,t + γ×Controlsi,t + errori,t. (10)

The null hypothesis that the swap lines were just for political showmanship is that β = 0,
while the main prediction from the theory in section 3.3.1 is that β > 0.

6.1 Baseline estimates

The first two columns of table 2 report the baseline estimates. The first column has no
time fixed effects, so the 0.28 coefficient reflects the difference that was visible in figure
7. The second column includes time fixed effects. This specification has a difference-in-
differences interpretation: it compares the RMB usage of the same country before and
after signing a swap agreement relative to the usage of the RMB for the average country
in the sample. Consistent with the large trends in RMB usage, the estimated coefficient
falls by more than half compared to what it was without the time fixed effect, so that the
availability of swap lines increases the probability that a country uses RMB by 13%. The
effect is still large and supports the prediction of the theory.

The next three columns consider, incrementally, the additional controls described above.
Column (3) includes RMB usage by neighbors, column (4) includes the four additional
controls for trade with China, and column (5) adds the three measures of Chinese policy.
Across all these specifications, the estimated coefficient remains quite stable, between 12%
and 14%. This suggests that, after taking into account the time fixed effect, the omitted
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factors captured by these variables are not playing a major role in explaining the baseline
coefficient.15

6.2 An instrumental variable approach

Any significant financial policy reform with a macroeconomic impact is endogenous in
the sense that it was likely adopted in response to other economic circumstances. How-
ever, a valid instrumental variable to deal with the reverse causality problem does not
need to be orthogonal to the country’s macroeconomy. In our panel setting, it is only nec-
essary that it is correlated with the signing of a swap line in a particular month, while not
directly correlated with the share of RMB being used for payments.

The RMB swap lines are often signed during a state visit of the Chinese president to
the foreign country. The precise timing of these visits is arguably exogenous, depending
on the agenda of the Chinese politicians. By comparing countries that signed their swap
line a few months before others, due to the state visit to their country happening earlier
in time, we have some exogenous variation that can be used to isolate the impact of the
swap lines.

Table 3 re-estimates the effects of the swap line in equation (10), but now using the
date of the state visit as an instrument for the swap line. The first two columns show the
results for the diff-in-diff specification, with fixed effects but no controls, while the second
column includes all of the controls and interactions. The point estimate is significantly
larger, with a 51-58% increase in the probability of using the RMB as a result of the swap
lines.16

6.3 Neighbors

A subtle prediction from the theory highlighted in section 3.3.3 is that when a country’s
neighbor signs a swap line, then the country itself would see its share of RMB payments
increasing. Investigating this possibility provides an alternative way to deal with the
reverse causality problem. Arguably, the macroeconomic developments affecting any

15If we run the same regression but with the trade share with China on the left-hand side, the estimated
effect of the swap line are precisely estimated to be close to zero. This is another argument against the
omitted variables operating through a trade channel.

16Making the instrument starker, one could re-estimate the equation only on the sample of countries that
both signed a swap line and received a state visit. This regression uses only the variation of the timing of
the swap line signing as driven by the timing of the state visit. Unfortunately, because the sample is much
smaller, the estimates are imprecise, and do not allow us to draw any conclusion.
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economy and its use of the RMB are unlikely to have an influence on their neighbor’s
policy choices.

Table 4 shows regressions where the treatment or dummy variable is now Neighbor Usei,t.
In the first column, the table shows the baseline specification with fixed effects. The
second column includes a new control Far Country Usei,t. This is the complement of
Neighbor Usei,t: i.e. the usage of the RMB by countries that are not neighbors. By includ-
ing this control we get closer to a difference-in-differences interpretation in that we see
how the swap line affects RMB usage in the vincinity of the country holding the rest of
the world fixed. The second set of columns (3) and (4) excludes from the regression the
countries that signed a swap line themselves at any point in the sample, to more radically
isolate the pure effect of the neighbors.

The effect is not as large, with only a 5-10% probability that the RMB becomes an inter-
national currency in that country as a result of its neighbor signing a swap line. Neverthe-
less, the effect is statistically significant at the 1% level. Moreover, the theory predicts that
the effect of a neighbor signing a swap line should not be as large as that of the country
itself signing a swap line.

6.4 Sorting on covariances

A third prediction of the model laid out in section 3.3.2 is that a larger correlation of the
country’s producer price index with the RMB exchange rate should be associated with
a stronger predicted impact of the swap line on using the RMB. To investigate if this is
so, we sort the full sample in two sub-samples, according to whether the correlation is
above or below the median. Measures of producer prices are not available at a monthly
frequency for many of the developing countries in our sample, and as a result the sample
size falls significantly.

Table 5 shows the results for the two samples both for the baseline differences-in-
differences regression and including all controls. In a third specification, we measure
RMB usage according only to payments received, as the theory suggested that the impact
of a higher σrw should be to raise credit in RMB but not necessarily sales denominated in
it. Consistently with the theory, the effects of the swap line are larger in countries with a
higher covariance across all specifications.
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6.5 Robustness and other results

We now look at other patterns in the data beyond the main predictions of the theory.

6.5.1 Excluding China

The currency of a country can be considered international if it is used for transactions
between two other countries. Table 6 repeats the baseline regressions excluding the use
of the RMB in payments to and from China. The effects are only slightly smaller, between
11 and 12%.

6.5.2 Different types of payment

The theory included two dimensions: the usage of the r-currency for credit and for sales.
Table 7 splits payments into three types. First, it considers payments received only, cor-
responding to the choice of P in the model. Second, it consider payments sent only, as
in the choice of η in the model. Third, among the SWIFT message types for payment, it
considers only the ones that are associated with trade credit (MT 400).

Across payments sent and received, the results are quite stable, between 13% and
14%. The results on MT 400 are much smaller and only marginally statistically significant.
The sample changes for this last set of regressions as fewer countries report any MT 400
payments.

6.5.3 Impact on shares

In table 8, we replace the left-hand side variable of the regression. Instead of an indicator
for whether the RMB is used, we look at the actual share of RMB usage. This includes both
the extensive margin from jumpstarting the currency, as well as the intensive margin of
usage.

Consistent with the theory, the effects of policy are not as precisely estimated. Nev-
ertheless, they suggest about a 0.4% increase in the RMB share due to the swap line.
Unsurprisingly, this matches the rise we see in figure 7.

6.5.4 The persistence of the effects

The statistical tests so far decisively reject the null hypothesis that the swap lines were
signed only for their political significance in the negotiations with the IMF to have the
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RMB join the SDR’s basket, and show that they had real economic effects. Nevertheless,
we now consider the possibility that this was the main driver of the Chinese policy, in
which case the estimated effects should have vanished once the RMB became part of the
SDR in 2015.

Figure 4 already cast serious doubts on this hypothesis on the side of policy: the num-
ber of swap lines and their notional amount did not decline once the SDR basket was
revised. On the side of outcomes, table 9 separates the effects of a swap line between
the first 12 months, and the remaining 12-36 months after the swap line was signed. If
anything, the effects tend to be larger at longer horizons, which would refute the hypoth-
esis of political grandstanding. This is also consistent with the model in the paper, if the
currency decisions by firms are staggered over time.17

7 Conclusion

This paper suggested that international currency status depends on the financial cost of
working capital credit, and that this is affected by central bank policies. A model of the
complementarity between the currency choice for credit and the currency choice for in-
voicing revealed thresholds for key economic variables that a rising currency must meet
before it becomes used overseas. Most currencies do not meet these thresholds, justifying
why so few are international. But for some, policy can shift the thresholds and so jump-
start the currency. Empirically, we used the RMB swap lines to test for the effects of policy,
and for the role of these thresholds and complementarities. We estimated a 13 percentage
point increase in the probability of a country making or receiving RMB payments as a
result of the swap lines, and an increase in the RMB share of payments of 0.4 percentage
points.

Drawing the comparison with the similar actions of the Federal Reserve one century
ago, the RMB is today much less used than the USD was back in 1925. In part, perhaps this
is because the RMB capital markets continue to be subject to many controls. Moreover,
there was no shock threatening the USD in the last decade the way that World War I
closed the GBP market. The experience of the USD suggests that Chinese policymakers
can do much more if they want the RMB to rise further.

Our goal was positive rather than normative. Whether the swap lines were the best
tool to trigger the jumpstart, and whether the costs of policies do not outweigh the ben-

17The panel remains balanced: there are no new swap lines after 2016, and the data ends in October 2018.
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efits of having an international currency, are questions that we did not ask or answer.
Neither did we address whether the central bank is the right agent to be pursuing this
promotion, how should it interact with fiscal authorities, and what are the implications
for the exchange rate regime and capital flows. These are all left for future work.
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Appendix – For Online Publication

A Profit functions and optimal prices

The profits for firm j in market i under the different pricing regimes are:

With LCP: πLCP
i (pj
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i − C(η j, εj, S, w)

]
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i (pj

i , η j, εj, S, w) =
[
sd pj

i − C(η j, εj, S, w)
] ( pj

isd

si

)−θ

(A4)

Firms choose prices to maximize the period-0 expectation of these expressions delivering:
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Hence, we obtain profits for firm j in market i, given an optimal price choice, as a function
of η j and the exogenous variables:

πLCP∗
i (η j) = E

[
si

(
pLCP

i (.)
)1−θ

− C(.)(pLCP
i (.))−θ

]
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B Proof of lemma 1

Since η j = 1, marginal costs are equal to

C(1, εj, S, w) =

(
srρr(εj/qr)

α

)α ( w
1− α

)1−α

. (A13)

Plugging optimal prices when η j = 1 into the profit functions in equations (A9)-(A12)
and simplifying gives the expressions for maximized profits under LCP, RCP, DCP and
PCP:
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With these elements, the proof of the different parts is as follows:

Part a) For a fixed choice of credit currency equal to the rising currency, η j = 1, the firm

39



prefers RCP over DCP in market i if:

πRCP∗
i (1) ≥ πDCP∗

i (1) ⇔ (A19)
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Under the assumption that all of these random variables follow log-normal distribu-
tions and that the r and d currencies have the same expected rate of depreciation, due to
the assumed peg, this simplifies to:

(2α− 1) σ2
r + σ2

d ≥ 2 [ασrd + (1− α)(σdw − σrw)] (A21)

We further assumed that the r and d currencies were similar to each other in the sense
that σ2

r = σ2
d and σdw = σrw. The expression then becomes:

σrd
σrσd

≤ 1, (A22)

which proves the proposition.

Part b) The firm prefers RCP over LCP in market i if:
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Assuming log-normal distributions again, and that the means of the logs of sr and sd

are the same, this expression simplifies to:

σ2
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]
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This proves the result.

Part c) The firm prefers RCP over PCP if:
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Under the log-normal distribution and the assumption of equal means, this can be
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simplified to

(2α− 1)σ2
r + 2(1− α)σrw ≥ 0 ⇔ σrw ≥ σ2

r

(
0.5− α

1− α

)
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C Define profits across all markets for the firm

The profits of the firm come from aggregating across all of its markets. Completing the
expression in equation (6), each firm j chooses its currency of credit η j to maximize the
profit function Πj(η j) that is defined by:

Πj(η j) =
∫

∆LCP(η j)
πLCP∗

i (η j)di +
∫

∆PCP(η j)
πPCP∗

i (η j)di +
∫

∆RCP(η j)
πRCP∗

i (η j)di

+
∫

∆DCP(η j)
πDCP∗

i di + δ0πRCP∗
0 (η j) + δ1πDCP∗

1 (η j) (A29)

The four sets in the integrals correspond to the the partition of the firm’s markets accord-
ing to the pricing technology the firm uses in them: ∆LCP ∪ ∆PCP ∪ ∆RCP ∪ ∆DCP = (0, 1).
The mass in each of these sets depends on η j.

The terms πRCP∗
0 and πDCP∗

1 correspond to profits in the r and d markets respectively.
These markets have mass δ0 and δ1. The expression above assumes that sales to the r and
d markets always employ LCP, which of course is the same as RCP and DCP, respectively.

D Proof of proposition 1

Part a) Let the part of marginal costs that depends on the xj input be denoted by:

c(η j) = η jsrρr(ε
j/qr) + (1− η j)sd(ρd/qd). (A30)

For the general choice of η j, optimal profits with LCP in market i can be written as:

πLCP∗
i (c(η j)) =

1
θ − 1

(
θ

θ − 1

)−θ

E [si]
θ

E

[(
c(η j)

α

)α ( w
1− α

)1−α
]1−θ

. (A31)

These two functions are continuous and differentiable. Crucially, given our assump-
tions, the πLCP∗

i (.) function only depends on η j via the c(.) function. The chain rule then
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implies that:

∂2πLCP∗
i (c)
∂η2 =

∂2πLCP∗
i (c)
∂c2

(
∂c(η)

∂η

)2

+
∂πLCP∗

i (c)
∂c

∂2c(η)
∂η2 . (A32)

The last term on the right-hand side is zero since the c(η j) function is linear. It is easy to

see that ∂2πLCP∗
i (c)/∂c2 ≥ 0. Therefore: ∂2πLCP∗

i (c)
∂η2 ≥ 0.

Now consider the firm’s total profit function across all markets laid out under equation
(A29). Start by focussing on the first two terms of the expression for Π(η):∫

∆LCP(η))
πLCP∗

i (η))di +
∫

∆PCP(η)
πPCP∗

i (η)di. (A33)

Using Leibniz’s rule, the first derivative of this expression is:

∫
∆LCP

∂πLCP∗
i
∂η

di +
∫

∆PCP

∂πPCP∗
i
∂η

di + πLCP∗
k − πPCP∗

k︸ ︷︷ ︸
=0

, (A34)

where k is the marginal market at which the firm was just indifferent between these two
pricing options before the change. Thus, the last term must be zero. Taking another round
of derivatives:

∫
∆LCP

∂2πLCP∗
i

∂η2 di +
∫

∆PCP

∂2πPCP∗
i

∂η2 di︸ ︷︷ ︸
>0

+
∂πLCP∗

k
∂η

−
∂πPCP∗

k
∂η︸ ︷︷ ︸

>0

(A35)

where we assumed that the the size of the set ∆LCP∗ increased at the expense of the set
∆PCP∗. The first two terms are strictly positive since we already showed above that the
profit functions in individual markets are convex. The following difference of two terms
is also positive: since the marginal market switched to LCP, it must be that the difference
in marginal profits is positive. If instead the change in η decreased the size of ∆LCP∗, then
the difference of terms would reserve signs, which would then also be positive.

Considering the other two integrals, over the DCP and RCP markets, leads by the
same logic to the same conclusion. Each of the profit functions within non-marginal mar-
kets is convex, and each of the multiple combinations of positive marginal markets all
must be positive because at the optimum, any switcher has the property that the first
derivative of the profit function under the new pricing currency exceeds that of the first
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derivative under the old pricing currency. Finally, adding in markets 0 and 1 keeps the
result, since profits in those markets are convex in η j and by assumption the firm always
chooses the equivalent of LCP.

Altogether, we conclude that the overall profits of the firm across all the markets is a
convex function of η. Since the firm is risk neutral it follows that the optimal choice is at
one of the bounds, either η j = 0 or η j = 1.

Part b) This proof for now assumes that PCP is not used, so ∆PCP(η) = ∅. This would
be justified by the condition in lemma 1(c) holding. Moreover, it follows from lemma 1(a)
that if η = 1, then ∆DCP(1) = ∅ and conversely that ∆RCP(0) = ∅.

Given the result in part (a), the condition for r credit to be chosen by firm j is that
Πj(1) ≥ Πj(0). This translates into:

[(
ρR/qR

α

)α ∫ (
εj
)α

dGj(εj)

]1−θ

Ar ≥
[(

ρD/qD

α

)α]1−θ

Ad (A36)

where the two terms are defined as:

Ar =
∫

∆RCP(1)
E
[
s1−θ

R sθ
i

]θ (
E
[
sα−θ

r w1−αsθ
i

])1−θ
di +

∫
∆LCP(1)

E[si]
θ E
[
sα

r w1−α
]1−θ

di

+ δ0 E[sr]
θ
(

E
[
sα

r w1−α
])1−θ

+ δ1 E[sd]
θ E
[
sα

r w1−α
]1−θ

(A37)

Ad =
∫

∆DCP(0)
E
[
s1−θ

d sθ
i

]θ (
E
[
sα−θ

d w1−αsθ
i

])1−θ
di +

∫
∆LCP(0)

E [si]
θ

E
[
sα

dw1−α
]1−θ

di

+ δ0 E [sr]
θ

E
[
sα

dw1−α
]1−θ

+ δ1 E[sd]
θ
(

E
[
sα

dw1−α
])1−θ

(A38)

Rewriting this produces the result in the proposition where Ψ = (Ar/Ad)
1

(θ−1)α .

Part c) From the expressions for Ad and Ar above, it follows right away that Ψ depends
on: (i) the shares of the markets for each choice of P i, that is the ∆P , (ii) the size of the r
market, that is δ0, (iii) the covariance matrix of (S, w), which appears after evaluating the
expectations in the integrals above and recalling that all variables are log normal.

An increase in ∆RCP
1 —and the corresponding fall in ∆LCP

1 —raises Ar from equation
(A37): it must be that the profits under RCP are larger than under LCP for the shift to
have happened. It does not change Ad from equation (A38). Thus, it raises Ψ.

An increase in δ0 raises Ar by E[sr]θ
(
E
[
sα

r w1−α
])1−θ. It raises Ad by the amount

E[sr]θ E
[
sα

dw1−α
]1−θ. Using the properties of log normal distributions, one can show that
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the increase in Ar is larger than the increase in Ad. Therefore, Ψ rises.
Finally, take δ0 to be close to zero. Then, an increase in σrw has no effect on Ad. How-

ever, it raises Ar. Thus, it raises Ψ.

E Proof of proposition 2

Result (a) follows directly from lemma 1 since the G(.) distribution appears nowhere.
Result (b) follows directly from proposition 1 in its part (b). Result (c) follows from lemma
1 in its part (b) and (c). Result (d) follows from proposition 1 in its part (c).

F Proof of proposition 3

Define the firm’s realised cost of buying one unit of input xj as:

c(η j, ζ j) = η j s̃rρr

(
εj

qr
ζ j sr

s̃r
+

1
qd
(1− ζ j)

sd
s̃d

)
+ (1− η j)s̃dρd

(
εj

qr
ζ j sr

s̃r
+

1
qd
(1− ζ j)

sd
s̃d

)
.

(A39)
By substituting c(η j, ζ j) for c(η j) and repeating the steps in part a) of the proof of proposi-
tion 1 in Appendix D, it is straightforward to show that for any given choice of η j the prob-
lem is convex in ζ j and vice versa under LCP. The same holds in other pricing regimes.
Hence the firm will make four potential choices: (η j, ζ j) ∈ {(0, 0), (0, 1), (1, 0), (1, 1)}.

The proof of the proposition proceeds as follows. We always assume that the firm
prefers (η j, ζ j) = (1, 1) to (η j, ζ j) = (0, 0), or r as opposed to d as its currencies of credit
and capital. We ask whether it will choose ζ j = 1 if ηj = 1. That is, we derive the sufficient
conditions for the firm to always choose r credit, if it is buying r-denominated capital.

The proof is broken down by pricing regimes.

The sufficient condition under LCP. Since all markets are the same, under LCP the firm’s
profits are given by:

πLCP∗(η j) = E

[
si(pLCP

i )1−θ −
(

c(η j, ζ j)

α

)α ( w
1− α

)1−α

(pLCP
i )−θ

]
. (A40)
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Using the definition of optimal prices from appendix B we obtain:

pLCP
i =

θ

θ − 1

E

[(
c(η j,ζ j)

α

)α
]

E [si]

(
w

1− α

)1−α

. (A41)

Dropping terms that do not depend on choices, the firm chooses η j, ζ j to solve:

max
η j,ζ j

{
E
[(

c(η j, ζ j)
)α]1−θ

}
. (A42)

Therefore, using the definition of c(.) in equation (A39), the firm will choose (η, ζ) = (1, 1)
over (η, ζ) = (0, 0) if:

E
[(

ρr(ε
j/qr)sr

)α]
≤ E

[
((ρd/qd)sd)

α] . (A43)

Since sr and sd have the same marginal distributions, this amounts to E
[
εα

j

]
≤
(

ρdqr
ρrqd

)α
.

Now, imagine that η j = 1, and determined the optimal choice of ζ j. Convexity means
the firm will go for a bang-bang solution. In particular, it will choose ζ j = 1 if:

E
[(

ρr(ε
j/qr)sr

)α]
≤ E

[(
s̃r(ρd/qd)

sd
s̃d

)α]
. (A44)

Using the log-normal distribution assumption:

E
[
εα

j

]
≤
(

ρdqr

ρrqd

)α E
[
sα

d s̃−α
d s̃α

r
]

E [sα
r ]

(A45)

= exp
{

α(µd − µr) +
α2

2
(σ2

d − σ2
r ) + α(µ̃r − µ̃d) +

α2

2
σ2

r̃ +
α2

2
σ2

d̃ − α2σr̃d̃ − α2σdd̃ + α2σdr̃

}
.

With common marginals (σ2
d − σ2

r = µd − µr = µ̃r − µ̃d = 0), this simplifies to:

E
[
εα

j

]
≤
(

ρdqr

ρrqd

)α

exp
{

α2

2
σ2

r̃ +
α2

2
σ2

d̃ − α2σr̃d̃ + α2(σdr̃ − σdd̃)

}
. (A46)

Recall that the condition under which the firm will choose (η j, ζ j) = (1, 1) against

(η j, ζ j) = (0, 0) is E
[
εα

j

]
≤
(

ρdqr
ρrqd

)α
. The sufficient condition for the firm to prefer
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(η j, ζ j) = (1, 1) to (η j, ζ j) = (1, 0) is then:

σ2
r̃ + σ2

d̃ − 2σr̃d̃ + 2(σdr̃ − σdd̃) ≥ 0. (A47)

Using the facts that Var(s̃r − s̃d) = σ2
d̃
+ σ2

r̃ − 2σd̃r̃ ≥ 0 to replace the first three terms, we
obtain:

Var(s̃r − s̃d) + 2(σdr̃ − σdd̃) ≥ 0. (A48)

The steps can easily be repeated for the symmetric case where the firm chooses be-
tween (η j, ζ j) = (0, 0) and (η j, ζ j) = (0, 1). The condition is now:

Var(s̃r − s̃d) + 2(σrd̃ − σrr̃) ≥ 0. (A49)

The sufficient condition under PCP. Analogous steps to those taken above under PCP,
lead to the objective:

max
η j,ζ j

{
E
[(

c(η j, ζ j)
)α

sθ
i

]1−θ
}

, (A50)

and to the condition E
[
εα

j

]
≤
(

ρdqr
ρrqd

)α
exp {αθ(σid − σir)} for the firm to choose (η j, ζ j) =

(1, 1) over (η j, ζ j) = (0, 0).
If η j = 1, what is the optimal choice of ζ j? As before, the firm will go for a bang-bang

solution. It will choose ζ j = 1 if:

E
[(

ρr(ε
j/qr)sr

)α
sθ

i

]
≤ E

[(
s̃r(ρd/qd)

sd
s̃d

)α

sθ
i

]
⇔ (A51)

E
[
εα

j

]
≤
(

ρdqr

ρrqd

)α E0
[
sα

d s̃−α
d s̃α

r sθ
i
]

E0
[
sα

r sθ
i
] (A52)

With the assumption that sd and sr have the same marginals as do s̃d and s̃r, this becomes:

E
[
εα

j

]
≤
(

ρdqr

ρrqd

)α

exp
{

α2

2
σ2

r̃ +
α2

2
σ2

d̃ − α2σr̃d̃ + α2(σdr̃ − σdd̃) + αθ(σdi + σir̃ − σir − σid̃)

}
.

(A53)
Using the condition for r currency to be used over d currency in both choices, the sufficient
condition for choosing ζ j = 1 is:

Var(s̃r − s̃d) + 2(σdr̃ − σdd̃) +
2θ

α
(σir̃ − σid̃) ≥ 0. (A54)
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The sufficient condition under RCP. Now consider a firm acting under RCP. Assume
that the condition E0

[
εα

j

]
≤
(

ρdqr
ρrqd

)
exp {αθ(σid − σrd − σir)} is satisfied; this means that

the firm will choose (η j, ζ j) = (1, 1) over (η j, ζ j) = (0, 0).
Again, imagine η j = 1, and derive the optimal choice of ζ j? Following the analogous

steps to the cases above, the firm it will choose ζ j = 1 if:

E
[(

ρr(ε
j/qr)

)α
(sr)

α−θ (si)
θ
]
≤ E

[(
s̃r(ρd/qd)

sd
s̃d

)α

(sr)
−θ(si)

θ

]
⇔ (A55)

E
[
εα

j

]
≤
(

ρdqr

ρrqd

)α E
[
(sd)

α(s̃d)
−α(s̃r)α(si)

θ(sr)−θ
]

E [(sr)α−θ(si)θ]
. (A56)

Since sd and sr have the same marginals as s̃D and s̃R, the condition becomes:

E
[
εα

j

]
<

(
qr

ρqd

)α

×

exp
{

α2

2
σ2

r̃ +
α2

2
σ2

d̃ − α2σr̃d̃ + α2(σdr̃ − σdd̃) + αθ(σid + σir̃ − σid̃ − σir)− αθ(σdr + σrr̃ − σrd̃)

}
.

(A57)

Since E
[
εα

j

]
≤
(

ρdqr
ρrqd

)
exp{αθ(σid − σrd − σir)}, this becomes:

σ2
r̃ + σ2

d̃ − 2σr̃d̃ + 2(σdr̃ − σdd̃) +
2θ

α
(σir̃ − σid̃) +

2θ

α
(σ2

r + σrd̃ − σrr̃) ≥ 0, (A58)

with a symmetric condition for η j = 0 under DCP.

Completing the proof. We have now derived three sufficient conditions, under the three
different currency pricing regimes, for the firm to choose ζ j = 1 if ηj = 1, assuming the
firm already prefers (η j, ζ j) = (1, 1) to (η j, ζ j) = (0, 0)). To repeat, these are:

With LCP: Var(s̃r − s̃d) + 2(σdr̃ − σdd̃) ≥ 0 (A59)

With PCP: Var(s̃r − s̃d) + 2(σdr̃ − σdd̃) +
2θ

α
(σir̃ − σid̃) ≥ 0 (A60)

With RCP: Var(s̃r − s̃d) + 2(σdr̃ − σdd̃) +
2θ

α
(σir̃ − σid̃) +

2θ

α
(σ2

r + σrd̃ − σrr̃) ≥ 0 (A61)

Symmetric conditions hold for the firm always choosing ζ j = 0 if ηj = 0.
Start with the LCP case. Recall the assumption that the exchange rates are random
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walks. It implies that:

σdd̃ = σ2
d̃ , σrr̃ = σ2

r̃ , σrd̃ = σr̃d = σr̃d̃. (A62)

Hence
Var(s̃r − s̃d) + 2(σdr̃ − σdd̃) = σ2

d̃ + σ2
r̃ − 2σd̃r̃ + 2(σd̃r̃ − σ2

d̃ ). (A63)

Under the assumption that s̃d and s̃r share the same marginal distribution, we have σ2
d̃
+

σ2
r̃ − 2σ2

d̃
= 0. Hence a firm choosing LCP will never choose (η, ζ) = (1, 0). Symmetrically,

it will never choose (η, ζ) = (0, 1).
Turning to the PCP case, if the firm chooses (η j, ζ j) = (1, 1) over (η j, ζ j) = (1, 0) under

LCP, the sufficient condition for the firm to do so under PCP is σir̃ ≥ σid̃. Symmetrically,
the sufficient condition for the firm not choosing (η, ζ) = (0, 1) is σir̃ − σid̃ ≤ 0. Hence,
σir̃ = σid̃ is the sufficient condition for the firm to always choose (η, ζ) = (0, 0) or (η, ζ) =

(1, 1) under PCP.
Last, under RCP, and since we assumed that σir̃ = σid̃, the sufficient condition is σ2

r +

σrd̃ − σrr̃) ≥ 0. But σ2
r > σrr̃, so σrd̃ ≥ 0 is sufficient. Under random walk exchange rates

σrd̃ = σr̃d̃. Hence, the sufficient condition becomes σr̃d̃ ≥ 0. This is the sufficient condition
due to symmetry in the η = 0 DCP case also.

G Proof of proposition 4

In the extended model, the firm faces a generic demand curve Y(pj
i/qi) where pj

i is the
price in local currency units and qi is a local demand shifter. Let S = (εj, S, w, q, C) the
vector of all the random variables, and redundantly including the marginal cost in it, as
it is also a function of the state variable as well as the currency of credit choice variable.

Preliminary: The flexible price optimum. The expression for profits when the price is
set in local currency is now:

πLCP
i (pj

i ,S) =
[
si p

j
i − C

]
Y

(
pj

i
qi

)
. (A64)

Let pF,j
i (S) be the optimal price set by a firm that maximizes this expression. This is the

optimal flexible price set by the firm that faces no nominal stickiness. The fact that we
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express this in local currency, as opposed to any of the alternatives, is irrelevant since the
price flexibly adjusts to the exchange rates.

We approximate the model around the point where stochastic variables are at a fixed
point equal to their means: S = (ε̄j, S̄, w̄, q̄, C̄). We denote with a hat log-linear deviations
from this point. It is straightforward to derive (e.g., Arkolakis et al., 2018) that the optimal
flexible price is, to the first order:

p̂F,j
i = (1− λ)

(
ĉj − ŝi

)
+ λq̂i (A65)

where λ depends on the shape of the demand function. For example, if the demand curve
follows a Kimball Aggregator, Y(pj

i/qi) = (1− ϑ(ln(pj
i)− ln(qi)))θ/ϑ, as for instance in

Klenow and Willis (2016), then: λ = 1− (1 + ϑ
θ−1)

−1.
Since q̂i is common to all firms in that market, this introduces a complementarity in

demand. The larger is λ, the stronger this is.

Preliminary: the marginal cost function. The firm produces using a production function
F(xj, lj), which is homogeneous of degree one and has corresponding marginal cost func-
tion C(η j, εj, S, w, q). The approximation point that we used above is therefore defined by:
C̄(η j) = Cj(η j, ε̄j, S̄, w̄, q̄).

To a first approximation around this point, we get:

ĉj(1, .) = κ1,ww + κ1,rsr + κ1,εj εj (A66)

The new parameters are defined as:

κ1,w =
∂C

W̄∂W
(1, ε̄j, S̄, w̄, q̄), κ1,r =

∂C
S̄r∂Sr

(1, ε̄j, S̄, w̄, q̄), κ1,εj =
∂C

ε̄j∂εj (1, ε̄j, S̄, w̄, q̄). (A67)

Finally, define σ2
c as the variance of ĉj and σcx as the relevant covariance with another

log-linearized variable x.

Preliminary: LCP vs. PCP. Recall the definition of the expressions for profits under LCP
and PCP, re-written as a ratio of those at the steady state:

πLCP
i ( p̂j

i ,S) =
[
exp{ŝi + p̂j

i} − Cj
]

Y
(

exp{ p̂j
i − q̂i}

)
, (A68)

πPCP
i ( p̂j

i ,S) =
[
exp{ŝi + p̂j

i} − Cj
]

Y
(

exp{ p̂j
i − ŝi − q̂i

)
. (A69)
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We will approximate these about the flexible-price equilibrium, since when there is no
uncertainty in the steady state, it is as if prices are flexible. Note however that since p̂F,j

i
was written in local-currency units, then it is the approximation point for LCP but for
PCP, the point is: p̂F,j

i − ŝi.
From the definition of profit-maximizing prices:

∂πPCP( p̂F,j
i − ŝi,S)

∂ p̂F,j
i

=
∂πLCP( p̂F,j

i ,S)
∂ p̂F,j

i

= 0 (A70)

Similarly, the second-derivatives will be the same and less than zero at this point. There-
fore, to the second-order around the flexible price, we have that:

πPCP( p̂j
i ;S)− πLCP( p̂j

i ;S) =
1
2

∂2πLCP( p̂F,j
i ;S)

∂
(

p̂F,j
i

)2

[(
p̂j

i − ŝi − p̂F,j
i (S)

)2
−
(

p̂j
i − p̂F,j

i (S)
)2
]

.

(A71)
Next, we approximate around the non-stochastic point: S̄ . Note that:

∂2πLCP( p̂F,j
i ;S)

∂
(

p̂F,j
i

)2 =
∂2πLCP( p̂F,j

i ; S̄)

∂
(

p̂F,j
i

)2 +O(
∥∥S − S̄∥∥)) (A72)

Therefore, taking expectations of the previous expression one gets:

E
[
πPCP( p̂j

i ;S)− πLCP( p̂j
i ;S)

]
≈ 1

2
∂2πLCP( p̂F,j

i ; S̄)

∂
(

p̂F,j
i

)2 E

[(
p̂j

i − ŝi − p̂F,j
i (S)

)2
−
(

p̂j
i − p̂F,j

i (S)
)2
]

.

(A73)
It follows that the firm will choose PCP over LCP if this expression is negative, or:

E
(

p̂j
i − ŝi − p̂F,j

i

)2
≤ E

(
p̂j

i − p̂F,j
i

)2
. (A74)

Using equation (A65), this becomes:

E
(
(1− λ)

(
ĉj
)
+ λq̂i + λŝi

)2
≤ E

(
(1− λ)

(
ĉj − ŝi

)
+ λq̂i

)2
. (A75)
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Expanding the expectations and rearranging gives

2σic(1− λ) + 2λσiq ≤ (1− 2λ)σ2
i . (A76)

We will make use of equation (A76) when comparing RCP to LCP below.

Proof of proposition 4(a): the Ω threshold. The state-specific profits under RCP are:

πRCP
i ( p̂j

i ,S) =
[
exp{ŝr + p̂j

i} − Cj
]

Y
(

exp{ p̂j
i + ŝr − ŝi − q̂i}

)
. (A77)

By similar steps the difference between this expression and the PCP expression is, to
second-order:

E
[
πRCP( p̂j

i ;S)− πPCP( p̂j
i ;S)

]
≈

1
2

∂2πPCP( p̂F,j
i ; S̄)

∂
(

p̂F,j
i

)2 E

[(
p̂P,j

i + ŝr − ŝi − p̂F,j
i (S)

)2
−
(

p̂j
i − p̂F,j

i (S)
)2
]

. (A78)

Again combining with equation (A65), this becomes:

E
(
(1− λ)ĉj − ŝr + λq̂i + λŝi

)2
≤ E

(
(1− λ)ĉj + λq̂i + λŝi

)2
. (A79)

Evaluating the expectations gives:

1
2

σ2
r ≤ (1− λ)σcr + λ(σqr + σir). (A80)

Now, marginal costs are in equation (A66). Therefore: σcr = κ1,rσ2
r + κ1,wσrw. There-

fore, the expression above becomes:

1
2

σ2
r ≤ (1− λ)

(
κ1,rσ2

r + κ1,wσrw

)
+ λ(σqr + σir)⇔ (A81)

σrw ≥
1

2(1− λ)κ1,w
σ2

r −
λ

(1− λ)κ1,w
(σqr + σir)−

κ1,r

κ1,w
σ2

r . (A82)

This threshold is just like the one in lemma 1(c). In fact, when λ = 0 and the production
function is Cobb-Douglas so κ1,r = α and κ1,w = 1− α, then the right-hand side of the
expression above simplifies to the Ω defined in the lemma.
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Proof of proposition 4(a): the Φ threshold. Inspecting equation (A77), it is apparent that
to compare RCP and LCP it is sufficient to add σ2

r − 2(1− λ)σcr − 2λ(1 + λ)(σqr + σir) to
equation (A76). So the condition for choosing RCP over LCP is:

σ2
i ≥

1
(1− 2λ)

[
σ2

r − 2(1− λ)σcr − 2λ(1− λ)(σqr + σir) + 2σic(1− λ) + 2λσiq)
]

. (A83)

This threshold is just like the one in lemma 1b. Again, when λ = 0 and the production
function is Cobb-Douglas so κ1,r = α and κ1,w = 1− α, then the right-hand side of the
expression above simplifies to the Φ defined in the lemma.

Proof of proposition 4(b): demand complementarities. In general, how the degree of
demand complementarities affects the choice of RCP versus LCP is ambiguous. However,
note that the derivative of the left-hand side of equation (A83) with respect to λ is given
by

2
(1− 2λ)2

[
2(σcr − σic)− 2(1− 2λ)(σqr + σir) + 2σiq)

]
(A84)

This means that if λ > 1/2, an increase in σqr makes it more likely the firm will choose
RCP over LCP. This proves result (b).

Proof of proposition 4(c): effect of policy. The same proof as in the baseline case can be
used to show that the profit functions in each market are convex in η j independently of
the pricing choice. In turn, recall from appendix C, that the profits of the firm are given
by equation (A29), repeated here for convenience:

Πj(η j) =
∫

∆LCP(η j)
πLCP∗

i (η j)di +
∫

∆PCP(η j)
πPCP∗

i (η j)di +
∫

∆RCP(η j)
πRCP∗

i (η j)di

+
∫

∆DCP(η j)
πDCP∗

i di + δ0πRCP∗
0 (η j) + δ1πDCP∗

1 (η j)

The same proof shows that this is convex in η j, so again there will be a bang-bang solution.
Imagine a firm that is currently operating with d-currency credit η j = 0, and is consid-

ering switching to r-currency credit η j = 1. It is feasible for the firm to make that switch
but leave the pricing currency decisions unchanged, so the sets {∆LCP, ∆PCP, ∆RCP, ∆DCP}
stay the same. The firm could, of course, do better by re-optimizing pricing. But, it is suf-
ficient, to prove result (c), that the difference

πP∗i (1, εj, S, w, q)− πP∗i (0, εj, S, w, q) (A85)
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increases following the policy change for all i and all choices ofP ∈ {LCP, PCP, RCP, DCP}
Note that πP∗i (0, εj, S, w, q) is independent of εj, since if d-currency credit is used, the

cost of r-currency credit is irrelevant. Therefore, we only need to show that πP∗i (1, εj, S, w, q)
increases. But, since G̃j(εj) first order stochastically dominates Gj(εj) and the draw of εj

of independent of the other variables, this is always the case.

H Data Sources and Manipulations

SWIFT data on cross-border financial messages.

These data were provided by the SWIFT Institute and last received by us on the 5th of
December of 2019. We use SWIFT message types MT 103, MT 202 and MT 400 for the
analysis. Our definition of payment corresponds to the sum of MT 103 (Single Customer
Credit Transfers) and MT 202 (General Financial Institution Transfers). We consolidate
message types MT 103+ and MT 103R into MT 103. We omit message type MT 202COV
to prevent the double counting, as covered messages have corresponding MT 103 or MT
202 transactions.

The raw data has the total value of the messages sent and received by any two jurisdic-
tions within SWIFT, broken down by the month that the message was sent or received, the
message type, and the currency of the message. The value is converted in USD by SWIFT
using the prevailing exchange rates on the day of the transactions. We convert our data
into a balanced panel, replacing country-pair, message-type, month observations where
no information is recorded into zero for the value of the messages.

We consolidate some jurisdictions within the SWIFT dataset together, such as the UK
and its offshore dependencies, or the US and its overseas territories. This is to prevent the
grossing up of cross-border transactions (sterling flows between the UK and the chan-
nel islands are substantial for example) and to ensure that the cross-sectional units we
focus on are truly independent states. The complete list of consolidated jurisdictions is
provided in the replication code.

Trade data.

We use the IMF direction of trade statistics to measure monthly bilateral goods trade be-
tween countries (last accessed on the 16th of September of 2019). Exports are measured
as goods value free on board. Imports include the cost of insurance. The data is de-
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nominated in USD using prevailing market exchange rates and we consolidate certain
jurisdictions in the same manner as the SWIFT data above.

GDP data.

We use the April 2019 vintage of the IMF world economic outlook to source cross country
GDP data (last accessed on the 23rd of September of 2019). Nominal GDP in USD at
market exchange rates is WEO code NGDPD, nominal GDP at PPP exchange rates is
WEO code PPPGDP and we convert the later into per capita terms using the country’s
population (WEO code LP).

Exchange rate data.

We use the IMF International Financial Statistics to obtain market exchange rates (last
accessed on the 23rd of September of 2019).

Producer Price Index data.

We use the IMF International Financial Statistics to obtain monthly producer price indices
for the countries in our sample (last accessed on the 9th March of 2020). We compute σrw

using the covariance of year on year growth in the PPI versus the RMB exchange rate.

Distance data.

Data on distance between countries come from the CEPII GeoDist database described in
Mayer and Zignago (2011). We downloaded these data from the CEPII website on 21st
October of 2019. We use the location of the capital as location of the country and calculate
distance using the great-circle distance method.

Swap line data.

The complete dataset on PBoC swap lines is provided in table A1.

Chinese Investment.

Data on Chinese fixed investment projects in foreign countries comes from the Chinese
Global Investment Tracker compiled by the American Enterprise Institute. We use the
Spring 2019 vintage last accessed on the 30th December of 2019. We take the dollar figure
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Table A1: The PBoC’s swap lines 2009-2018

Country Date of First Agreement (2009 onwards only) Notional Amount as of First Agreement (RMB millions)

Albania 12/09/2013 2,000

Argentina 02/04/2009 70,000

Armenia 25/03/2015 1,000

Australia 22/03/2012 200,000

Belarus 11/03/2009 20,000

Brazil 26/03/2013 190,000

Canada 08/11/2014 200,000

Chile 25/05/2015 22,000

ECB 08/10/2013 350,000

Egypt 06/12/2016 18,000

Hong Kong 20/01/2009 200,000

Hungary 09/09/2013 10,000

Iceland 09/06/2010 3,500

Japan 26/10/2018 200,000

Indonesia 23/03/2009 100,000

Kazakhstan 13/06/2011 7,000

Korea, Republic of 20/04/2009 180,000

Malaysia 08/02/2009 80,000

Mongolia 06/05/2011 5,000

Morocco 11/05/2016 10,000

New Zealand 18/04/2011 25,000

Nigeria 27/04/2018 15,000

Pakistan 23/12/2011 10,000

Qatar 03/11/2014 35,000

Russia 13/10/2014 150,000

Serbia 17/06/2016 1,500

Singapore 23/07/2010 150,000

South Africa 10/04/2015 30,000

Sri Lanka 16/09/2014 10,000

Surinam 18/03/2015 1,000

Switzerland 21/07/2014 150,000

Tajikistan 03/09/2015 3,000

Thailand 22/12/2011 70,000

Turkey 21/02/2012 10,000

United Kingdom 22/06/2013 200,000

Ukraine 26/06/2012 15,000

United Arab Emirates 17/01/2012 35,000

Uzbekistan 19/04/2011 700

Notes: Records all swap agreements signed between 2009 and 2018, hand collected from PBoC press releases and cross-referenced
with partner central banks. Some agreements have lapsed since initiation.
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of monthly investment flows recorded in each country and the cumulated since the start
of the dataset and express both as a percentage of the country’s nominal GDP.

Membership of the AIIB.

Membership of the Asian Infrastructure Investment Bank was downloaded directly from
this website, last accessed on the 30th December of 2019.

Chinese Free Trade Agreements.

Data on the Chinese Free Trade Agreement network was downloaded from the Chinese
ministry of commerce (see here, last accessed on the 16th April of 2020). We date free
trade agreements from their effective dates. We count ASEAN members as having a FTA
starting from when the ASEAN framework was agreed in November 2002.
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Tables

Table 1: Summary Statistics: Main Regression Sample

mean p50 min max sd

1(Rpaymenti,t > 0) 0.275 0 0 1 0.447

Rsharei,t 0.005 0 0 0.942 0.034

SwapLinei,t 0.118 0 0 1 0.322

Goods exports to China (% GDP) 0.084 0.020 0 0.964 0.152

Goods imports from China (% GDP) 0.122 0.011 0 0.784 0.080

Chinese direct investment (% GDP) 0.017 0 0 24.64 25.81

Membership of AIIB 0.069 0 0 1 0.254

Has RMB Clearing Bank 0.024 0 0 1 0.153

Observations 13192
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Table 2: The effect of the swap lines on the prob. the RMB is used

No Time & Incl. Neigh. Incl. China Incl. China
controls Seasonal f.e. Share Trade Policy

(1) (2) (3) (4) (5)
SwapLinei,t 0.2791*** 0.1299*** 0.1229*** 0.1260*** 0.1435***

(0.038) (0.017) (0.013) (0.015) (0.020)
Neighbour Usei,t 0.0717 0.0726 0.0855

(0.052) (0.052) (0.054)

Country f.e. Yes No No No No
Country×Seasonal f.e. No Yes Yes Yes Yes
Month f.e. No Yes Yes Yes Yes
China Trade Controls No No No Yes Yes
China Policy Controls No No No No Yes
Observations 13192 13192 13192 13192 13192

Driscoll-Kraay standard errors in parentheses, * p < 0.1, **,p < 0.05, *** p < 0.01

Notes: Estimates of equation 10. Sample covers 136 countries over the period October 2010 to October 2018. LHS is an indicator variable for
whether the country sends or receives a payment denominated in RMB in a particular month where payment is defined by SWIFT message types
MT 103 and MT 202. The variable of interest is a dummy variable indicating whether the country’s central bank, as of month t, has ever signed
a swap line agreement with the PBoC. Column (1): includes only country fixed effects and no further controls. Column (2): allows country fixed
effects to vary by calendar month to control for country specific seasonal factors and includes month fixed effects to control for common trends.
Column (3): as previous, but includes Neighbor Usei,t as an extra control. Column (4): as previous, but includes as extra controls a Chinese FTA
dummy and trade flows with China. Column (5): as previous, but includes as extra controls dummies for membership of the AIIB and the presense
of an RMB clearing bank and Chinese investment flows into the country.
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Table 3: The effect of the swaplines: state visit IV

full sample
Time & All

Seasonal f.e. controls
(1) (2)

SwapLinei,t 0.5063*** 0.5724**
(0.145) (0.224)

Neighbor Usei,t 0.0337
(0.061)

Country f.e. No No
Country×Seasonal f.e. Yes Yes
Month f.e. Yes Yes
China Trade Controls No Yes
China Policy Controls No Yes
Observations 13192

Driscoll-Kraay standard errors in parentheses
* p < 0.1, **,p < 0.05, *** p < 0.01

Notes: Estimates of equation 10 where SwapLinei,t is instrumented with a dummy variable indicating , as of month t, whether the country has
recieved a state visit from the Chinese premier since the start of the sample. Sample covers 136 countries over the period October 2010 to October
2018. LHS is an indicator variable for whether the country sends or receives a payment denominated in RMB in a particular month where payment
is defined by SWIFT message types MT 103 and MT 202. Column (1): includes country fixed effects varying by calendar month to control for
country specific seasonal factors and includes month fixed effects to control for common trends. Column (2): as previous, but includes the full set
of neighbor, trade and policy controls.
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Table 4: The effect of the swap lines signed by neighbor countries

all countries ex countries with swapline
Time & Control for Time & Control for

Seasonal f.e. far countries Seasonal f.e. far countries
(1) (2) (3) (4)

SwapLinei,t 0.0975*** 0.0527*** 0.0797*** 0.0255***
(0.013) (0.005) (0.012) (0.003)

Far Country Usei,t -21.8582*** -19.4789***
(0.670) (0.383)

Country f.e. No No Yes No
Country×Seasonal f.e. Yes Yes No Yes
Month f.e. Yes Yes No Yes
Observations 13192 13192 13192 13192

Driscoll-Kraay standard errors in parentheses, * p < 0.1, **,p < 0.05, *** p < 0.01

Notes: Estimates of equation 10 where the LHS is replaced by Neighbor Usei,t. Sample covers 136 countries over the period October 2010 to
October 2018. The variable of interest is a dummy variable indicating whether the country’s central bank, as of month t, has ever signed a swap line
agreement with the PBoC. Column (1): includes country fixed effects varying by calendar month to control for country specific seasonal factors and
includes month fixed effects to control for common trends. Column (2): as previous, but includes Far Country Usei,t as a control. Column (3)-(4):
repeats Columns (1)-(2) but excludes countries that have ever signed a swap agreement with the PBoC from the Neighbor Usei,t variable
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Table 5: The effect of the swaplines: sorting on correlation

all payments all payments w/controls payments rec’d
low high low high low high
corr. corr. corr. corr. corr. corr.
(1) (2) (3) (4) (5) (6)

SwapLinei,t -0.1190*** 0.1065*** -0.0494** 0.1129*** -0.1017*** 0.1621***
(0.018) (0.028) (0.019) (0.032) (0.024) (0.044)

Neighbor Usei,t 0.2654** 0.1675
(0.108) (0.102)

Country f.e. Yes No No
Country×Seasonal f.e. Yes Yes Yes
Month f.e. Yes Yes Yes
China Trade Controls No Yes Yes
China Policy Controls No Yes Yes
Observations 4462 4462 4462

Driscoll-Kraay standard errors in parentheses, * p < 0.1, **,p < 0.05, *** p < 0.01

Notes: Estimates of equation 10 with SwapLinei,t interacted with an indicator variable for whether the correlation between country i’s RMB
exchange rate and its PPI inflation rate is above or below the sample median. Correlations are computed in terms of 12 month growth rates over
the sample. Limited availability of PPI data means that the sample covers 42 countries over the period October 2010 to October 2018. LHS is
an indicator variable for whether the country sends or receives a payment denominated in RMB in a particular month where payment is defined
by SWIFT message types MT 103 and MT 202. Column (1)-(2): includes country fixed effects varying by calendar month to control for country
specific seasonal factors and includes month fixed effects to control for common trends. Column (3)-(4): as previous, but includes the full set of
neighbor, trade and policy controls. Column (5)-(6): as previous, but redefines LHS variable to only consider payments received.
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Table 6: The effect of the swap lines: exclude payments to and from China

No Time & Incl. Neigh. Incl. China Incl. China
controls Seasonal f.e. Share Trade Policy

(1) (2) (3) (4) (5)
SwapLinei,t 0.2382*** 0.1173*** 0.1066*** 0.1097*** 0.1072***

(0.045) (0.034) (0.029) (0.029) (0.027)
Neighbor Usei,t 0.1098** 0.1112** 0.1075**

(0.051) (0.050) (0.049)

Country f.e. Yes No No No No
Country×Seasonal f.e. No Yes Yes Yes Yes
Month f.e. No Yes Yes Yes Yes
China Trade Controls No No No Yes Yes
China Policy Controls No No No No Yes
Observations 13192 13192 13192 13192 13192
Driscoll-Kraay standard errors in parentheses, * p < 0.1, **,p < 0.05, *** p < 0.01

Notes: Estimates of equation 10. LHS is an indicator variable for whether the country sends or receives a payment denominated in RMB in a
particular month where payment is defined by SWIFT message types MT 103 and MT 202. This excludes payments to and from China (including
Hong Kong and Macau). Sample covers 136 countries over the period October 2010 to October 2018. The variable of interest is a dummy variable
indicating whether the country’s central bank, as of month t, has ever signed a swap line agreement with the PBoC. Column (1): includes only
country fixed effects and no further controls. Column (2): allows country fixed effects to vary by calendar month to control for country specific
seasonal factors and includes month fixed effects to control for common trends. Column (3): as previous, but includes Neighbor Usei,t as an extra
control. Column (4): as previous, but includes as extra controls a Chinese FTA dummy and trade flows with China. Column (5): as previous, but
includes as extra controls dummies for membership of the AIIB and the presense of an RMB clearing bank and Chinese investment flows into the
country.
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Table 7: The effect of the swaplines: different payment types

payments rec’d payments sent trade payments (MT 400)
f.e. all f.e. all f.e. all

only controls only controls only controls
(1) (2) (3) (4) (5) (6)

SwapLinei,t 0.1299*** 0.1435*** 0.1310*** 0.1448*** 0.0792*** 0.0685*
(0.017) (0.020) (0.017) (0.021) (0.019) (0.037)

Neighbouri,t 0.0855 0.0859 -0.0073
(0.054) (0.054) (0.016)

Country f.e. No No No No No No
Country×Seasonal f.e. Yes Yes Yes Yes Yes Yes
Month f.e. Yes Yes Yes Yes Yes Yes
China Trade Controls No Yes No Yes No Yes
China Policy Controls No Yes No Yes No Yes
Observations 13192 13192 10802

Driscoll-Kraay standard errors in parentheses, * p < 0.1, **,p < 0.05, *** p < 0.01

Notes: Estimates of equation 10. Sample covers 136 countries over the period October 2010 to October 2018. Odd columns: includes country fixed
effects varying by calendar month to control for country specific seasonal factors and includes month fixed effects to control for common trends.
Even columns: as odd columns, but includes the full set of neighbor, trade and policy controls. Columns (1)-(2): LHS is an indicator variable for
whether the country receives a payment denominated in RMB in a particular month where payment is defined by SWIFT message types MT 103
and MT 202. Columns (3)-(4): LHS is an indicator variable for whether the country sends a payment denominated in RMB in a particular month
where payment is defined by SWIFT message types MT 103 and MT 202. Columns (5)-(6): LHS is an indicator variable for whether the country
sends or receives an advice of payment denominated in RMB in a particular month where payment is defined by SWIFT message type MT 400.
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Table 8: The effect of the swap lines on share of RMB in payments

No Time & Incl. Neigh. Incl. China Incl. China
controls Seasonal f.e. Share Trade Policy

(1) (2) (3) (4) (5)
SwapLine Agreementi,t 0.0063** 0.0038* 0.0036* 0.0038* 0.0034

(0.003) (0.002) (0.002) (0.002) (0.002)
Neighbour Usei,t 0.0021 0.0021 0.0018

(0.002) (0.002) (0.002)

Country f.e. Yes No No No No
Country×Seasonal f.e. No Yes Yes Yes Yes
Month f.e. No Yes Yes Yes Yes
China Trade Controls No No No Yes Yes
China Policy Controls No No No No Yes
Observations 13192 13192 13192 13192 13192
Driscoll-Kraay standard errors in parentheses, * p < 0.1, **,p < 0.05, *** p < 0.01

Notes: Estimates of equation 10 where the LHS is replaced by Rsharei,t, the proportion of payments sent or received by country i in month t
denominated in RMB where payment is defined by SWIFT message types MT 103 and MT 202. Sample covers 136 countries over the period
October 2010 to October 2018.The variable of interest is a dummy variable indicating whether the country’s central bank, as of month t, has ever
signed a swap line agreement with the PBoC. Column (1): includes only country fixed effects and no further controls. Column (2): allows country
fixed effects to vary by calendar month to control for country specific seasonal factors and includes month fixed effects to control for common trends.
Column (3): as previous, but includes Neighbor Usei,t as an extra control. Column (4): as previous, but includes as extra controls a Chinese FTA
dummy and trade flows with China. Column (5): as previous, but includes as extra controls dummies for membership of the AIIB and the presense
of an RMB clearing bank and Chinese investment flows into the country.
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Table 9: Persistence of the effect of the swap lines

1(Rpaymenti,t > 0) Rsharei,t

Time & All Time & All
Seasonal f.e. Controls Seasonal f.e. Controls

(1) (2) (3) (4)
SwapLine: first 12 monthsi,t 0.1114*** 0.1228*** -0.0019 -0.0018

(0.031) (0.031) (0.003) (0.003)
SwapLine: after 12 monthsi,t 0.1378*** 0.1536*** 0.0062*** 0.0060**

(0.016) (0.019) (0.002) (0.003)
Neighbor Usei,t 0.0836 0.0012

(0.054) (0.002)

Country f.e. No No No No
Country×Seasonal f.e. Yes Yes Yes Yes
Month f.e. Yes Yes Yes Yes
China Trade Controls No Yes No Yes
China Policy Controls No Yes No Yes
Observations 13192 13192 13192 13192

Driscoll-Kraay standard errors in parentheses, * p < 0.1, **,p < 0.05, *** p < 0.01
Notes: Estimates of equation 10 with SwapLinei,t interacted with an indicator variable for whether the swap line agreement was signed more or
less than 12 months ago. Limited availability of PPI data means that the sample covers 42 countries over the period October 2010 to October 2018.
Column (1)-(2): LHS is an indicator variable for whether the country sends or receives a payment denominated in RMB in a particular month
where payment is defined by SWIFT message types MT 103 and MT 202. Column (3)-(4): LHS is replaced by Rsharei,t, the proportion of payments
sent or received by country i in month t denominated in RMB where payment is defined by SWIFT message types MT 103 and MT 202. Odd
Columns: includes country fixed effects varying by calendar month to control for country specific seasonal factors and includes month fixed effects
to control for common trends. Even Columns: as odd columns, but includes the full set of neighbor, trade and policy controls.
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